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The Radio Access Network (RAN) is the most important part of a cellular wireless network.
However, current cellular architectures have several disadvantages: they are not compati-
ble with today’s users’ data-rate requests and do not leverage recent wireless enhancement
techniques to achieve those data rates. Cloud Radio Access Network (C-RAN) is a new para-
digm for broadband wireless access that provides a higher degree of cooperation and com-
munication among Base Stations (BSs), in which all the BS computational resources are
pooled in a central location, e.g., a set of physical servers in a datacenter. C-RAN represents
a clean-slate design and allows for dynamic reconfiguration of computing and spectrum
resources.

In this article, first explanations are provided on how this transformative paradigm can
help overcome current cellular network limitations; then, its potential advantages to
enable and support cooperative techniques like macro-diversity and collaborative spatial
multiplexing are discussed. In addition, innovative C-RAN-based techniques to decrease
the bandwidth-limiting Inter-Cell Interference (ICI) problem are proposed. Last, but not
least, novel provisioning and allocation methods of Virtual Base Stations (VBSs) in the
Base Band Unit (BBU) are proposed, and their pros and cons thoroughly discussed.

� 2015 Elsevier B.V. All rights reserved.
1. Introduction

The most important part of a cellular wireless network
is the Radio Access Network (RAN) that provides wide-area
wireless connectivity for Mobile Stations (MSs). In general,
up to 80% of the Capital Expenditure (CAPEX) of a mobile
operator is spent on the RAN [1]. In conventional RAN
architectures, each Base Station (BS) only connects to a
fixed number of sector antennae that cover a small area
and only send/receive signals to/from the MSs in its cover-
age area. The hardware and processing equipment of each
BS is located close to its antenna tower and there are no
communication links connecting the BSs. Physical links
only exist between BSs and their corresponding access net-
work gateway. Hence, control messages between the BSs
have to travel through costly backhaul links, and often
even over a one-level higher layer in the aggregation
hierarchy. The latency and scarce interconnect capacity
among BSs have resulted in limited BS cooperation in
practice. However, emerging wireless technologies such
as cooperative Multiple-Input Multiple-Output (MIMO) or
coordinated scheduling and beamforming require close
cooperation among BSs.

Moreover, over the last few years, the proliferation of
personal mobile computing devices like tablets and
smartphones along with a plethora of data-intensive
mobile applications has resulted in a tremendous increase
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in demand for ubiquitous and high data-rate wireless com-
munications [2]. However, the system capacity is limited
by the interference, which makes it difficult to improve
the spectral efficiency and consequently data rate. To solve
this problem, the fourth generation (4G) cellular communi-
cation system with peak downlink data rate of 1 Gbps has
been envisioned. Long Term Evolution (LTE) systems based
on Orthogonal Frequency Division Multiple Access
(OFDMA) represent a major breakthrough in terms of
achieving downlink peak data rates of 300 Mbps [3].
However, cooperative schemes used in LTE to increase
the spectral efficiency cannot be fully deployed in current
cellular networks for the reasons discussed above. Hence,
LTE systems do not match yet the International Mobile
Telecommunications Advanced (IMT-Advanced) ‘‘True
4G’’ requirements and a significant effort is being made
towards the development of LTE-Advanced. For instance,
Cooperative Multi-Point (CoMP) transmission and recep-
tion is one of the promising techniques being developed
for LTE-Advance [4]. In CoMP, a set of neighboring cells
are grouped into clusters, each consisting of connected
BSs that share Channel State Information (CSI) and MS sig-
nals. This scheme allows for joint processing among BSs
that can effectively mitigate the Inter-Cell Interference
(ICI) and thus improve the spectral efficiency. However,
the current cellular architecture has some drawbacks in
terms of distributed and limited processing resources at
the BSs as well as capacity constrained backhaul links that
make it difficult to fully exploit the benefits of CoMP and
consequently cluster-edge users still suffer from low
Signal-to-Interference-plus-Noise Ratio (SINR).

Cloud Radio Access Network (C-RAN) [1,5] was intro-
duced recently as a new paradigm for broadband wireless
access that provides a higher degree of cooperation and
communication among BSs. This architecture represents a
clean-slate design and allows for dynamic reconfiguration
of computing and spectrum resources. In C-RAN, all the
BSs’ computational resources are pooled in a central loca-
tion, e.g., a set of physical servers in a datacenter, enabling
communication among BSs with low latencies and
exchange data at Gbps speeds. This centralization feature
makes C-RAN flexible and suitable to support cooperative
techniques such as joint scheduling, beamforming, and
interference mitigation. For instance, as different clusters
can communicate with each other, the inter-cluster inter-
ference can be mitigated via CoMP. In addition, in C-RAN,
it is easier to dynamically adjust the cluster size and apply
optimal resource allocation strategies so to improve the
system capacity and energy efficiency. Furthermore,
virtualization technology allows the implementation of
Virtual Base Stations (VBSs) in a datacenter cloud, which
will result in the reduction of Capital Expenditure
(CAPEX) and Operational Expenditure (OPEX) for
operators.

In this article, firstly in Sections 2–4, we provide a com-
prehensive survey on C-RAN and describe its technical
challenges. Then, we propose some C-RAN-based solutions
to address the relevant open research issues. In Section 2,
we investigate the shortcomings of current distributed cel-
lular wireless systems. Then, in Section 3, we present C-
RAN as a new centralized architecture and explain how it
addresses the shortcomings of existing cellular systems.
In Section 4, we study the implementation of VBSs and dis-
cuss the existing challenges and computational require-
ments of a VBS. In Section 5, we focus on resource
provisioning and allocation strategies of VBSs in the cen-
tralized resource pool, and propose reactive and proactive
provisioning schemes to improve the resource utilization
efficiency and system performance. In Section 6, we
explore the advantages of BS pooling and study the poten-
tial of C-RAN to improve cooperative techniques. We also
present the idea of ‘‘VBS-Cluster’’, in which we merge
VBSs serving a cluster into a unit VBS-Cluster while the
RRHs’ antennas in each cluster act as a single coherent
antenna array distributed over a cluster region, and discuss
its advantages. Moreover, we propose innovative solutions
using C-RAN architecture to improve existing macro-diver-
sity, mobility-management, and capacity-enhancement
schemes. Finally, in Section 7, we draw the main conclu-
sions and wrap up the article by discussing future work.
2. Shortcomings of today’s RAN

In traditional cellular wireless networks, each BS is con-
nected only to a fixed number of sector antennae and pro-
vides service to a small coverage area. However, such
architecture is not compatible with today’s users’ require-
ments and presents several disadvantages. This section
briefly presents the shortcomings that today’s cellular
networks are facing. In the next one we will emphasize
how C-RAN together with novel provisioning and
allocation methods has the potential to solve many – if
not all – of these.

2.1. High power consumption

To offer broadband wireless network and increase the
coverage, operators continually increase the number of
BSs. This leads to a dramatic rise in power consumption
and consequently translates into higher OPEX. Fig. 1(a)
and (b) show the components of power consumption
reported by China Mobile [1]; here, the majority of power
is consumed at BSs of the RAN. In each BS, the RAN equip-
ments only consume half of the power, while the other half
is used by air conditioning and by other equipment.

2.2. Rapidly increasing CAPEX and OPEX

The proliferation of personal mobile computing devices
along with a plethora of data-intensive mobile applications
has resulted in a tremendous increase in demand for ubi-
quitous and high-data-rate wireless communications over
the last few years. To satisfy such shift in consumer data-
rate usage, mobile operators need to increase their net-
work capacity. However, additional deployment and main-
tenance of a large number of stand-alone cellular BSs to
meet the growing capacity demand are highly inefficient
due to excessive capital and operating expenditures.
Practically, up to 80% CAPEX of a mobile operator is spent
on the RAN, which means that most of the CAPEX is spent
on building up BSs. On the other hand, OPEX includes the



Fig. 1. Power consumption of (a) the Radio Access Network (RAN) and (b) the Base Stations (BSs); (c) CAPEX and (d) OPEX over 7 years.
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costs for site and transmission network rentals, opera-
tion/maintenance, and bills from the power suppliers.
Given a 7-year depreciation period for BS equipment, as
depicted in Fig. 1(c) and (d), an analysis of the Total Cost
of Ownership (TCO) shows that OPEX accounts for over
60% of the TCO, while the CAPEX only accounts for about
40%. Hence, the OPEX is a key factor in building future
RANs.

2.3. Multi-standard environment

Today, BSs in wireless access networks make use of
proprietary hardware designs and support specific
standards. When the wireless network is upgraded, almost
all of the network equipment must be replaced.
Furthermore, during the transition, in order to satisfy the
coexistence of new standards (such as WCDMA in 3G)
and old standards (such as GSM in 2G), mobile operators
must keep the old network and create another one for
the new standard. Therefore, wireless network upgrades
require huge financial investments and have often limited
adoption of the emerging wireless technologies and
algorithms.

2.4. Limited inter-BS cooperation:

Traditional cellular wireless systems are suffering from
limited inter-BS data exchange and do not allow to fully
exploit the potential of cooperative communication
schemes like macro-diversity and collaborative spatial
multiplexing. In general, message between the BSs need
to be exchanged through the expensive backhaul links,
and perhaps even over one-level higher in the aggregation
hierarchy. Currently, to perform cooperative communica-
tion schemes, it is proposed to divide a set of neighboring
cells into clusters and connect the BSs via the Back-haul
Processing Unit (BPU). However, even in this case,
exchanging data between BSs in different clusters requires
traveling over backhaul links. Hence, the cost, latency, and
scarce interconnect capacity among BSs have limited BS
cooperation schemes in practice.

2.5. Explosive network capacity need

Global mobile traffic has been increased 66-fold with a
Compound Annual Growth Rate (CAGR) of 131% between
2008 and 2013 [2]. On the other hand, the peak data rate
has been only increased with a CAGR of 55% from UMTS
to LTE-A, leading to a large gap between the CAGR of
new air interface and the CAGR of customers’ need. To fill
this gap, new network architecture and infrastructure
technologies need to be developed to further improve
cellular-system performance.
2.6. Dynamic network load and low BS utilization

The number of active users at different locations varies
depending on the time of the day. For example, during the
day, the BSs in downtown office areas are the busiest,
while at night, or in general during non-working hours,
the BSs in residential or entertainment areas are the busi-
est. This movement of mobile network load based on the
time of the day and the week is referred to as the ‘‘tidal
effect’’. Today, each BS’s processing capability is only used
by the active users in its cell range, causing idle BSs in
some areas/times and oversubscribed BSs in other areas.
Static resource provisioning for the peak (worst case) at
each cell site leads to grossly underutilized BSs in some
areas/times while provisioning for the average leads to
oversubscribed BSs in some areas/times.
3. C-RAN architecture

C-RAN is an evolution of the distributed cellular net-
work where the BS computational resources are pooled
in a central location. The main characteristics of C-RAN
are: (i) centralized management of computing resources,
(ii) reconfigurability of spectrum resources, (iii) collab-
orative communications, and (iv) real-time cloud comput-
ing on generic platforms. C-RAN consists of three main
parts: (1) Remote Radio Heads (RRHs) plus antennae,
which are located at the remote site and are controlled
by remote Virtual Base Stations (VBSs) housed in central-
ized BS pools, (2) the Base Band Unit (BBU) (VBS pool) com-
posed of high-speed programmable processors and real-
time virtualization technology to carry out the digital pro-
cessing tasks, (3) low-latency high bandwidth optical
fibers, which connect the RRHs to the VBS pool. As a pre-
cautionary measure and to be on the safe side, the optical
fiber transmission latency is limited to less than 1% of the
PHY processing latency [6]. Hence, the range of VBS pool is



Fig. 2. Traditional Base Station (BS) architecture vs. two C-RAN architectures. (a) Distributed Base Station (BS) architecture; (b) partially-centralized
architecture: only MAC processing is centralized in Virtual Base Station (VBS) pool; (c) fully-centralized architecture: VBS pool takes care of PHY and MAC
processing.
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limited by latency constraints of wireless system and
services.

Based on the functionality of the RRH and VBS pool, two
architecture have been suggested for C-RAN: partially- and
fully-centralized architectures (see Fig. 2). In the ‘‘par-
tially-centralized’’ (Fig. 2 (b)) architecture, the PHY pro-
cessing is integrated into the RRH, while a VBS only takes
care of MAC processing. This leads to the advantage of a
lower volume of data to be exchanged between RRH and
BBU (1/20–1/50 of the original baseband I/Q sample data
[1]) and also the wireless resources can be scheduled on
a global level. However, the capability of PHY cooperative
techniques becomes lower and we still require remote
equipment rooms in cell sites. In the ‘‘fully-centralized’’
(Fig. 2(c)), a RRH only takes care of Radio Frequency (RF)
functionalities, while a BBU (VBS pool) takes care of both
PHY and MAC processing. With a fully-centralized archi-
tecture, we are more capable to do cooperative techniques;
however, such architecture requires a higher bandwidth to
exchange data between RRH and BBU. Besides these
advantages, C-RAN brings other benefits, which are listed
below.
3.1. Lower power consumption

Since in C-RAN a group of BSs are centralized in a com-
mon place, the number of cell sites can be reduced several
folds. Hence, the air conditioning and power consumption
of other site support equipments can be dramatically
reduced. In addition, since the cooperative interference
reduction techniques can be applied among the RRHs, a
higher density of RRHs is allowed. Hence, smaller cells
with lower transmission power can be deployed, thus aim-
ing for higher frequency reuse and capacity, while the net-
work coverage is not affected. Deploying small cells
reduces the energy used for signal transmission, which is
especially helpful to reduce the RAN power consumption
and increase MSs’ battery time. Lastly, because the BBU
pool is an aggregated collective resource shared among a
large number of virtual BSs, a much higher utilization rate
of processing resources and lower power consumption can
be achieved via statistical computing multiplexing.

3.2. Lower CAPEX and OPEX

Since in C-RAN all the BBUs and site support equip-
ments of a large region are co-located in a common data-
center, it is much easier and cost efficient for centralized
management, operation, and maintenance compared to
traditional RAN. In addition, the functionalities of the
RRHs in the C-RAN architecture are much simpler, leading
both their size and power consumption to be reduced so
that they can be installed on top of buildings with mini-
mum site support and management. Moreover, the RRHs
only need the installation of the auxiliary antenna feeder
systems, which allows the operators to speed the network
construction up. Thus, operators can get large cost savings
on site rental, operation, and maintenance, leading to
lower OPEX and CAPEX.

3.3. Flexibility to add new standards

In C-RAN, the large scale BBU pool with high-speed low-
latency interconnection, the common platform of Digital
Signal Processor (DSP)/General Purpose Processors (GPP),
and open Software Defined Radio (SDR) solution enable a
cost-effective realization of VBSs. Therefore, in order to
add/support new standards, there is no need to replace
the equipment; conversely, it would suffice assigning
new VBSs in the platform. As a result, CAPEX and OPEX
costs associated with the wireless network upgrading can
be eliminated altogether.

3.4. High speed inter-BS coordination

With the consolidation of BSs in a centralized VBS pool,
such consolidated/co-located BSs can talk to each other at
Gbps speeds and can communicate at low latencies, quasi
real time. High-speed communication between the BSs
can bring an extra degree of freedom to make optimal
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decisions and fully exploit the potentials of cooperative
techniques. As an example, a few approaches where
cooperation among BSs can be beneficial are: (i) joint flow
scheduling and load balancing, (ii) interference manage-
ment, (iii) cooperative spatial multiplexing and macro-
diversity, and (iv) mobility management.

3.5. Capacity improvement

In C-RAN, VBSs are able to exchange the signaling, traf-
fic data, and CSI of active MSs in the system with low
latency. This way, it becomes much easier to implement
joint processing and scheduling algorithms so to mitigate
ICI and improve spectral efficiency. For example,
CoMP can efficiently be implemented under the C-RAN
architecture.

3.6. High BS utilization rate

C-RAN is also suitable to handle non-uniformly dis-
tributed traffic due to its intrinsic load-balancing capability
in the centralized BBU pool. Although the serving RRH
changes dynamically according to the movement of the
MSs, the serving BBU is still in the same BBU pool. As the
coverage of a BBU pool is larger than in traditional BS,
non-uniformly distributed traffic generated from MSs can
be distributed in a VBS as this sits in the same BBU pool.
4. Software Defined Virtual Base Station Pool

Today’s BSs are equipped with a set of heterogenous
processing devices, each of which executes a specific task
as defined at the design time. At the time of upgrading
the network, almost all of the network equipment must
be replaced. With DSP, GPP, and emerging SDR
frameworks, we are now able to reconfigure the radio
equipment. Large-scale BBUs endowed with high-speed,
low-latency interconnection, plus the programmable DSP/
GPP and open SDR solutions set the base for a VBS. In the
C-RAN architecture a bunch of VBSs are pooled in a com-
mon BBU where a large amount of computing resources
is available. Hence, VBS pool contains all the required pro-
cessing resources of traditional BSs including entire digital
signal processing at the PHY layer and packet processing at
the MAC layer.

With virtualization technology we can dynamically
allocate processing resources within a BBU to different
VBSs. Whenever a user requests a service, computing
resources need to be allocated for the corresponding ser-
vice. This leads to a greater utilization of the processing
resources and the ability to adjust in response to the tidal
effects in different areas so to accommodate fluctuating
demands. However, in general we are not able to pool all
the VBSs together as there are some constraints to take
into account. The range of VBS pool (BBU) is limited and
depends on the latency constraints of the wireless net-
works. In C-RAN, the optical fiber transmission latency is
suggested to be less than 1% of the PHY processing latency
[6]. Assuming a PHY processing latency of 10 ms, the fiber
transmission latency should be less than 0.1 ms. Since the
signal speed through the fiber is � 2� 108 m=s, a signal
path of 20 km has a latency of � 0:1 ms. Consequently, a

region with radius of 10 km is able to cover 314 km2 of a
metropolitan area, which may serve millions of users.
4.1. Technical challenges

BSs have strict real-time, low-latency, and high-
performance requirements, to meet which the traditional
virtualization technique is challenged. Specifically, to
deploy real-time VBS pool the following requirements
need to be met [1]:

� Advanced processing algorithms for real-time signals.
� High-performance, low-power processing for wireless

signals.
� High-bandwidth, low-latency, low-cost BBU intercon-

nection topology among physical processing resources
in the baseband pool. These include the interconnection
among the chips in a BBU, among the BBUs in a physical
rack, and across multiple racks in datacenter.
� Efficient and flexible real-time operating systems to

achieve virtualization of hardware processing resources
management and dynamic allocation of physical pro-
cessing resources to each VBS so to ensure processing
latency and jitter control hardware-level support on
virtualization.

There are only a few works that have started to address
some of these challenges. In [5], the authors recommend
that timing and synchronization system should have two
parts: the first, namely, master time server, provides the
accurate timing reference, while the second distributes
the precise timing signal throughout the VBS pool and
RRHs. The authors also suggest to use standardized inter-
face technologies widely used in IT infrastructure (GbE,
10-GbE, InfiniBand, and PCIe) to interconnect BBUs. For
hardware efficiency and flexible collaboration, the same
authors also propose to separate the PHY and MAC layers
into different platforms. In [6], a hierarchical management
is suggested, where computing resources are assigned on
demand and in real time to different radio operators, cells,
or services. The authors of [6] also discuss the complexity
of some resource-management algorithms and introduce
different management schemes in simulated VBS pool. In
[7], the constraints of PHY and MAC layers are analyzed
and the VBS performance is optimized to meet the strin-
gent real-time requirements of jitter and latency. The
authors of [7] also present the first working prototype of
a VBS pool on a multi-core IT platform; specifically, they
show that their VBS pool prototype for WiMax can meet
system requirements including synchronization, latency,
and jitter. The authors of [8] propose some low-complexity
algorithms to minimize the network power consumption
of C-RAN, including the transport network and radio access
network power consumption. They formulate the network
power consumption and propose an algorithm to switch
off one RRH at each step. Then, to reduce the complexity,
they propose a three-stage group sparse beamforming
framework. In [9], a partitioning and scheduling
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framework is proposed which is able to reduce the com-
pute resources by 19%. In [10], the authors present a flexi-
ble framework for small cells, called Fluidnet, which
dynamically reconfigures the front-haul based on network
feedback to maximize the amount of traffic demand and
optimize the compute resource usage in the BBU pool.
The authors of [11] consider the coordinated transmission
problem to minimize the downlink power in C-RAN. In
order to serve each MS, they determine a set of RRHs and
the precoding vectors for the RRHs to minimize the total
transmission power subject to the constraints on fronthaul
capacity. In [12], the authors consider the C-RAN with
finite-capacity backhaul links and propose a hybrid com-
pression and message sharing strategy for downlink trans-
mission to optimize the backhaul capacity utilization.

4.2. Computational requirement of a VBS

To allocate processing resources to the VBSs, we need to
study the computational complexity of the PHY- and MAC-
layer functionalities. Compared to the PHY layer, MAC
layer requires less than 10% of the computation resources
of whole BS, while PHY layer occupies 90% of the resources.
Assuming there is serial processing, Table 1 shows the
required instructions for the PHY layer in some typical
wireless standards [5]. In the following, we study PHY
and MAC complexity in detail.

4.2.1. Complexity of PHY functionality
Packet Error Rate (PER) of a receiver is primarily dic-

tated by the equalization technique employed at the PHY
layer. However, the computational complexity (execution
time) and memory footprint of advanced signal processing
and decoding algorithms (for equalization) that guarantee
very low PER are very high. For example, the Viterbi algo-
rithm was proposed to solve the maximum likelihood
sequence detection problem [15] so to eliminate inter-
symbol interference and exploit frequency diversity in
wideband communication systems. The complexity of the
Viterbi algorithm is Oðn �MLÞ, where n is the block size in
terms of number of modulated symbols, M is the con-
stellation size of the modulation scheme used (e.g., M ¼ 2
for BPSK, M ¼ 16 for 16-QAM), and L ¼ TD=TS represents
the number of taps in the wireless channel model and is
computed as the ratio of the delay spread of the wireless
channel ðTD½s�) over the symbol duration (TS½s�). The physi-
cal memory requirements of the VBS is of the order of ML,
which represents the size of the state space in the Viterbi
algorithm (i.e., the memory of the wireless channel). The
complexity and physical memory requirements of the
Viterbi algorithm increases with the increase in the
Table 1
Millions-Instruction-Per-Second (MIPS) requirements for key wireless
standards on BSs.

GSM W-CDMA WiMAX

User data throughput 14.4 Kb/s
[13]

2 Mb/s
[13]

20 Mb/s
[14]

MIPS 100 6000 30,000
constellation size and, more importantly, with the increase
in L. L is typically high in environments with a large num-
ber of signal paths (e.g., indoor or downtown setting),
when a higher level modulation (with small symbol time)
is used, and also when the bandwidth of operation is wide.

The workload of the PHY layer can be analyzed using
the algorithm- or system-level behaviors. Fig. 3 shows
the algorithm-level behavior of the PHY layer for an
OFDM system. Based on the techniques used in each block
and their complexity, we would need to provision the
VBSs. The provisioning of the VBSs should be done in such
a way that the required computational resources be avail-
able for processing the OFDM frames before a deadline.
Usually, there is a strict time duration frame such as 2 or
3 ms. This means that the downlink or uplink processing
of a frame should be finished within the duration of the
frame itself. Generally, each cell consists of a number of
sectors (N), and each of them has downlink and uplink
logics. Hence, the PHY workload in each BS can be divided
into 2N logics. Since there is no data dependency among
the sectors, these logics can be executed in parallel on a
platform. It has been reported that because of multicore
processors and parallel processing, one IBM QS21 blade
with two cell/B.E. processors can support computation
corresponding to 60 Mb/s data throughput for both uplink
and downlink at same time [16,5].

4.2.2. Complexity of MAC functionality
A simplified high-level view of typical MAC-layer func-

tionalities include multiplexing protocols transmitted over
the MAC layer (when transmitting) and decoding them
(when receiving), user scheduling, fragmentation (when
transmitting) of MAC Service Data Units (MSDUs) from
the higher-layer protocol in order to create MAC PDUs
(MPDUs) or aggregation (when receiving) of MPDUs to
form MSDUs. MAC frame processing, irrespective of
whether it is performed per mobile user (as in 3G cellular
systems) or per frequency-time block (as in LTE or
WiMAX), generally has a stringent time constraint (e.g., a
frame needs to be prepared and transmitted every 5 ms
in WiMAX MAC layer downlink) [17]. The frame processing
latency increases with the increase in the frame size, which is
dictated by the number and size of packets from the higher
layers. This in turn is determined by the number and com-
bination of different types of user data traffic. This observa-
tion is backed up by the authors in [17] who tried to profile
a software implementation of the WiMAX MAC layer.
Knowledge of typical processing latencies under different
loads enables judicious provisioning as well as allocation
decisions.

In [7] the performance of PHY and MAC under a real
VBS-pool prototype are evaluated. The configuration con-
sists of an IBM x3650 server with two Intel Clovertown
processors 2.66 GHz (8 physical cores in total). The single
MAC performance for 20 MHz bandwidth and 64-QAM
modulation was measured, and the authors concluded that
the configuration is able to support a payload throughput
of over 30 Mbps. Madhavan et al. [17] compare the com-
putational requirements of (a) conventional distributed
network architecture with that of (b) a network where
the MAC-layer functionalities of multiple VBSs are



Fig. 3. Algorithm-level behavior of PHY layer (downlink and uplink) in a MIMO OFDM wireless BS.
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consolidated in a common place while the PHY-layer pro-
cessing stays close to the antenna site. It has been shown
that the hardware requirement of the MAC consolidated
network is much lower than that of a distributed one; in
fact, the cloud computational requirement can be as small
as half of a distributed network. This is because of the fact
that packet traffic from the MS and hence the load offered
to a BS is naturally random. In addition, different cells have
different user arrival pattern based on their location lead-
ing different BSs have different peak traffic time. This inti-
mates that the peak of the cumulative load offered to the
cloud platform by multiple BSs will be smaller than the
sum of their individual peak loads in the distributed set-
ting. Consequently, lower computational resources is
needed for centralized structure. The authors also show
that when the number of consolidated BSs doubles, the
multiplexing gain increases by more than double. So we
can conclude that the larger the cloud provider, the better
the obtainable infrastructure gain. However, a large cloud
requires a larger investment for deploying high-speed links
from RRH to the VBS pool. So, the optimum size of the
cloud is limited by these cost factors rather the cost of
the computing infrastructure, which only reduces for a big-
ger datacenter.
(a) Day

Fig. 4. The use of virtualization in C-RAN allows dynamic re-provisioning of sp
Virtual Base Stations (VBSs) based on demand fluctuation; (a) and (b) illustrate th
residential and recreational areas over the course of a day.
5. Demand-aware dynamic virtual base station

The number of active users at different localities varies
depending on the time of the day as shown in Fig. 4. During
the day, the BSs in downtown office areas (such as VBS #2
in the figure) are the busiest, while at night or non-working
hours the base stations in residential or entertainment
(such as VBS #1 and VBS #3) areas are the busiest. This
movement of mobile network load based on the time of
the day and the week is referred to as ‘‘tidal effect’’.
Today, each BSs’ processing capability is only used by the
active users in its cell range. Static resource provisioning
for the peak (worst case) at each cell site leads to grossly
underutilized BSs in some areas/times, while provisioning
for the average leads to oversubscribed BSs in some area-
s/times. We advocate demand-aware resource provisioning
in which the VBSs will be dynamically resized in order to
meet the fluctuating demands of the cellular network. As
shown in Fig. 4(a), during working hours, VBS #2
will be provisioned with more computing resources com-
pared to the ones serving a residential area (VBS #3) or a
stadium (VBS #1). However, during the night, the VBSs
serving the stadium (on a game night) or the residential
(b) Night

ectral and computing resources (visualized here using different sizes) to
e movement of mobile network load from the downtown office area to the
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area will be provisioned with more resources than the ones
in downtown to meet the change in demand, as in Fig. 4(b).

5.1. Size of a VM

All or part of the communication functionalities of a
VBS (such PHY, MAC, packet processing) are implemented
in a Virtual Machine (VM). In order to achieve demand-
aware dynamic VM provisioning, we introduce the notion
of size of a VM, which is represented in terms of its process-
ing power [CPU cycles/s], memory and storage capacity
[Bytes], and network interface speed [bit/s]. It primarily
depends on the number of mobile users and types of data
traffic (per-user capacity requirements) as well as on the
computational complexity and memory footprint of the
signal-processing algorithms at the PHY layer, and of the
scheduling and frame processing algorithms at the MAC
layer. In addition, the complexity of communication
optimization algorithms (such as the ones for inter-cell
interference mitigation among densely deployed BSs in
high-capacity RANs) may also dictate the size of VMs.
Therefore, to perform dynamic resource provisioning, a
clear ‘‘mapping’’ from the number and type of mobile-data
users to the size of the VMs needs to be created. Hardware
provisioning for VBSs must be such that the frame process-
ing time is less than the frame deadline.

Our solution for dynamic provisioning (or re-provision-
ing) of VBS resources to handle traffic fluctuations is com-
posed of a proactive and a reactive component; in the
former, the fluctuation in per-user capacity demand is
anticipated and the computational resources are provi-
sioned in advance for a limited horizon. This anticipation
is a result of knowledge of known patterns (e.g., day and
night, weekdays and weekends, holidays, game schedules,
etc.) or predictions based on advanced time-series analysis
of historical traffic traces from immediate as well as dis-
tant past. Once estimates of the number and combinations
of different types of mobile-data traffic are available, one
just has to look up the closest profile and decide on the
amount of resources to be provisioned for the VM. Even
though the proactive component allows for a smooth tran-
sition and greater optimization (w.r.t. energy expenditure
and resource utilization) in ensuing VM-allocation proce-
dure, it cannot handle uncertainties. Some of the causes
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Fig. 5. Benefit of dynamic computing-resource provisioning for the VBSs at the r
for uncertainties include unanticipated fluctuations in the
number of users and per-user capacity demands in
emergency scenarios arising out of natural (e.g., hurri-
canes, tsunamis) or man-made (e.g., industrial accidents,
transportation system failures) disasters, unavailability of
certain profiles, inaccuracies in the generated profiles,
and mismatch between the generated profiles and reality
due to hardware performance degradation. The reactive
component monitors the CPU/memory/network utilization
of the VMs and triggers over- or under-provisioning alerts
when there is a ‘significant’ mismatch between the
expected resource utilization (based on the profile) and
the actual observation.

5.2. Dynamic resource provisioning

To demonstrate the multiplexing gain (increase in the
region of feasibility) that can be achieved through dynamic
resource provisioning, we simulated on MATLAB R2013b
the following scenario: two BSs, one serving indoor users
(or users in the downtown area with a large number of
obstacles) and another serving outdoor users (say a recre-
ational area in the suburb). This simulation also serves to
demonstrate the benefit of C-RAN over the traditional dis-
tributed BS architecture for cellular networks. As men-
tioned earlier, the computational complexity and the
memory footprint of PHY- as well as MAC-layer func-
tionalities depend on a number of factors. At each BS, we
assume that each user’s traffic belongs to one of the three
following types, namely, (i) voice over IP (very low and
constant bit rate), (ii) light browsing (bursty but low data
rate), and (iii) streaming or downloading (high data rate),
with equal probability and in the increasing order of prior-
ity. We also assume that the cost of serving one user of
each type at the downtown BS is higher than the
corresponding cost at the suburb BS (this cost takes into
account both the computational complexity as well as
the memory footprint). We define the region of feasibility
to be the total number of active users served by the BS pool
with an acceptable blocking probability of 5%, which is a
metric typically used in the context of voice calls. Here,
for simplicity, we reuse the term to also convey acceptable
level of service degradation in data traffic. Fig. 5 shows that

dynamic resource provisioning (Case 3) increases the
0 600 700 800 900 1000

of Users

)

Acceptable Blocking
Probability (5%)

emote datacenter: increase in the region of feasibility (w.r.t. active users).
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region of feasibility (in terms of number of users) by as
much as 50% compared to the simplest static provisioning

case (Case 1). Knowledge of relative distribution of users

among BSs can help improve the feasibility region (Case

2), but may result in chronic over- and/or under-provision-
ing when the demand fluctuation is very high. Greater
benefits can be obtained when the distribution of users
of different traffic types is unequal.
5.3. Quality of Service (QoS)-aware resource allocation

Once the VMs that hold the VBSs are provisioned, they
have to be allocated to physical servers in the datacenter
(also called the centralized BS pool). The VM allocation
procedure has to be energy-, thermal-, and mobile-user
QoS aware in order to realize fully the potential of C-RAN.
5.3.1. Consolidation of VMs
We advocate thermal-aware VM consolidation [18] for

the VM allocation problem. Thermal awareness, which is
the knowledge of heat generation and heat extraction at dif-
ferent regions inside a datacenter, is essential to maximize
energy and cooling efficiency as well as to minimize server
system failure rates. Thermal-aware VM consolidation has
the following three benefits: (1) the energy spent on com-
putation can be saved by turning off the unused servers
after VM consolidation; (2) the utilization of servers that
are in the ‘‘better cooled’’ areas of the datacenter (i.e., with
high heat extraction) can be maximized; (3) according to
thermodynamics, heat can be extracted more efficiently
(i.e., by doing a lower amount of work) by the cooling sys-
tem from the consolidated server racks, which are hotter
than non-consolidated server racks. In addition, consol-
idation on servers hosting VBSs of physically co-located
RRHs allows for an efficient implementation of common
functionalities such as signaling, CSI estimation for active
users in a RAN as well as for joint processing and schedul-
ing techniques (like CoMP in 4G) for inter-cell interference
mitigation.

Thermal and energy awareness alone, however, are
insufficient for guaranteeing high VBS performance and
(a) (b)

Fig. 6. Alternative split-VBS architectures: (a) one-to-one mapping between PHY
many-PHY-to-one-MAC (different servers). Note that architectures (a) and (c) (m
for maximizing energy and resource-utilization efficiency.
As multiple VMs share the same server resources (CPU,
memory, storage, and network interface), the performance
of the corresponding VBSs in terms of per-user capacity
and latency and, therefore, the QoS of its mobile users,
depend on the level of contention for the computing
resources among co-located VMs. To factor in the effect of
resource contention in the VM allocation procedure, we
advocate the need to classify the VBSs running a specific
suite of algorithms for MAC- and PHY-layer functionalities
as CPU-, memory-, and/or network I/O-intensive and to
develop co-location models that convey the degree of
‘‘compatibility’’ among co-located VMs. This way we can
incorporate the knowledge derived from co-location mod-
els into VM-allocation algorithms, thus making them QoS
aware.

5.3.2. Split-VBS architectures
To improve user QoS and resource utilization in C-RAN,

we can deploy different architectures for VBSs. Fig. 6 shows
three possible split-VBS architectures apart from the tradi-
tional all-in-one VBSs in which the software modules for
PHY and MAC are all implemented in one VM. The all-in-
one architecture inherits characteristics from legacy BS
designs, in which there is a one-to-one correspondence
between MAC- and PHY-layer modules.

5.3.2.1. One-to-one. PHY-layer processing requires vector
execution techniques to accelerate signal processing, while
MAC-layer processing requires multithread architecture
and network accelerators for high-efficiency packet/proto-
col processing. In a datacenter with heterogeneous servers,
exemplified as Server 1 and 2 in Fig. 6(a), we can match the
workload of BS-stack components with the capabilities of
specific hardware.

5.3.2.2. Many-to-one. In general, communication among
BSs can improve cellular-system performance by
exploiting the global and shared nature of information so
to make optimal decisions. For instance, in BS-cooperation
schemes, significant control information needs to be
exchanged among neighboring BSs. Yet, cost, latency, and
(c)

and MAC (different servers); (b) many-PHY-to-one-MAC (one server); (c)
ulti-servers) exploit the heterogeneity in datacenter server hardware.
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scarce interconnect capacity among BSs have been major
impediments to the implementation of such schemes so
far. We propose a split-VBS architecture, depicted in
Fig. 6(b), in which the information of the MAC layers can
be shared at Gbps speeds making very-low-latency
inter-BS communication possible. As a result, faster mobil-
ity management, novel interference management, and
advanced cooperative MIMO techniques can be imple-
mented to improve the user QoS. Finally, in order to take
advantage of the heterogeneous processing pool as well
as of the high-speed inter-BS communication, we propose
the architecture in Fig. 6(c).
6. Advantages of BS consolidation

In current distributed cellular systems, BSs can barely
communicate with each other as messages among the
BSs have to be exchanged through costly backhaul links.
So the traditional distributed BS architecture is character-
ized by latency, cost, and scarce inter-BS communication
capacity. In C-RAN, since all the VBSs are located in a com-
mon server, they can exchange data with each other at
Gbps speeds. On the other hand, clustering the VBSs of
the neighboring cells in the C-RAN architecture – together
with enabling the coordination of the VBSs in the cluster –
can improve the system performance by exploiting the
extra degrees of freedom to make optimal decisions [19].
Here, we introduce the idea of VBS-Cluster, where (i) all
the VBSs associated with a certain cluster are merged
together and (ii) the RRHs’ antennae in each cluster act
as a single coherent antenna array distributed over the
cluster region. Fig. 7 shows two VBS-Clusters, #1 (on the
left) and #2 (on the right), where the sizes of the clusters
Fig. 7. Virtual Base Station Cluster (VBS-Cluster).
are 2 and 3, respectively. Since in the C-RAN architecture
the VBSs are implemented on VMs, the size of VBS-
Clusters (in terms of number of VBSs) can also be changed
based on the network requirements. Moreover, we are able
to assign each cell to different clusters in order for them to
cooperate with each other using different techniques. Since
associated VBSs of each cluster needs a high-data-rate
communication to perform cooperative techniques, they
have to be allocated in a same server in order to provide
high speed inter-VBS connection. Moreover, as the number
of active MSs in the cluster determines the size of VBS-
Cluster, the resource allocation needs to be performed for
each cluster. In the following we present a few scenarios
where clustering the VBSs to enable cooperation improves
the system performance.

6.1. Macro diversity schemes

One of the simplest and most effective technique to
overcome the destructive effects of fading and co-channel
interference is diversity. There are various types of diversity
to combat the negative effects of wireless fading channels
[15]. As shown in Fig. 8(a), for edge users (i.e., users in the
dashed area) we can support macro diversity, i.e., we have
access to a MS signal from different BS receivers. As multi-
ple BSs receive the signal of a mobile user while it moves
closer to the cell boundaries, soft handoff provides a form
of receive diversity by considering different BSs as the dif-
ferent receive antennae. The optimal way to process the
signals from these multiple antennae is Maximal Ratio
Combining (MRC), which combines the received signals
constructively to boost the Signal-to-Noise Ratio (SNR).
However, for combining the signals, we need to share the
received signals rather than the decoded bit-stream; this
huge overhead along with the scarce interconnect capacity
among BSs renders MRC non-implementable in practice.
Hence, in todays’ cellular networks, the sub-optimal selec-
tion combining [15] is employed instead of MRC. To get an
idea of the amount of data to be exchanged for MRC, let us
consider a 5 ms WiMAX frame and a 10 MHz-channel
bandwidth. The amount of data transferred is equal to:
No. of samples * Bits per sample * No. of subcarriers * No.
of OFDM symbols/Frame duration. The number of sub-
carriers here is 720 and the number of uplink symbols is
15. If 8 bits/sample were the signal resolution, then the
traffic overhead requirement would total 52 Mbps. The
packet decoding reliability is dependent on the signal res-
olution and the overhead requirement increases further if a
reduced decoding error is desired. With scarce intercon-
nect capacity among the BSs, this method is presently
not implementable.

In C-RANs, when QoS-aware VBS allocation is
employed, neighboring BSs will be co-located in the same
physical server. As shown in Fig. 8(a), we divide each cell
into 3 sectors and merge 3 neighboring sectors from differ-
ent cells so to form a VBS-Cluster. It is clear that in this case
each cell is associated with 3 different VBS-Clusters. Since,
in each VBS-Cluster we have 3 different versions of the MS
signal, we can apply MRC to improve the performance of
the system. Fig. 8(b) shows the Bit Error Rate (BER)
improvement (under fading channel) as the number of
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Fig. 8. Bit Error Rate (BER) improvement when Maximal Ratio Combining (MRC) is used to combine and decode the received signals at the different
antennae; (a) macro diversity in C-RAN; (b) BER improvement as the number of receiving antennae N increases under fading channel; (c) BER improvement
when MRC is used instead of the widely used selection combining [15].
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receive antennae N used for MRC increases. Fig. 8(c) com-
pares the performance of MRC (enabled by VBS co-location
in C-RAN) with that of selection combining [15], which is
employed in traditional distributed-BS cellular systems.

6.2. Mobility management

One trend to increase the spectral efficiency is to go for
smaller cells; however, smaller cells lead to a higher num-
ber of handovers, especially in high mobility scenarios. In
real-time streams like Voice over IP (VoIP) or Video on
Demand (VoD), handover latency is a crucial factor to take
into consideration. In general, handover sessions should be
handled in such a way as to ensure minimum service dis-
ruption. Several handover schemes have been proposed,
each shooting for a different tradeoff between spectrum
resources and backhaul communication to reduce han-
dover latencies [20].

The simplest handover scheme is Hard Hand-Over
(HHO), in which the connection between the serving BS
and MS is terminated before the connection between the
new BS and the MS is started. For such scheme, Fig. 9
shows the sequence of messages that need to be
exchanged between the MS, serving BS, and two target
BSs. As it was studied in [21], the service disruption time
caused by the exchange of these messages and the setup
of the new connection between MS and new BS can be
250 ms or more, which is intolerable for some real-time
services like VoIP. Interestingly, in [22], the authors stud-
ied how a co-located VBS pool eliminates the synchroniza-
tion and ranging steps by sharing the overhead data
between the serving and target VBS; VBS pooling also
speeds authentication and Cell ID (CID) assignment up dur-
ing the handover procedure. In addition to eliminating
sync and ranging steps as well as speeding up the steps
in handover procedure, C-RAN brings other improvements
to handovers. Soft Hand-Over (SHO) is one of the Code
Division Multiple Access (CDMA) handover schemes that
can avoid service disruption as a MS can be actively con-
nected to multiple BSs simultaneously. This contrasts with
non-CDMA systems, in which a MS can only be connected
to one BS at a time. In C-RAN architecture, since the VBSs
are co-located in a common place and can communicate
and exchange data and controlling signals with each other,
we are able to actively connect a MS to multiple VBSs
regardless of the modulation scheme. This means we are
able to use SHO both for non-CDMA and CDMA schemes.
By clustering the VBSs, as long as the MS is in a certain
cluster, if the transmitted/received signal is weak to/from
a MS then VBS-Cluster is able to change the serving RRH
without any service disruption; in this case, a handover
is needed less frequently, i.e., only when the MS wants/
needs to change the VBS-Cluster.

To show the performance of our proposed solution in
terms of number of handover sessions, we consider two
mobility models: (1) Random Waypoint and (2) Gauss-
Markov [23]. In the first model, a MS moves from its cur-
rent location to a new one by choosing randomly a direc-
tion/angle d [rd] and a speed s [m/s] from pre-defined
ranges, e.g., ½0;2p� and ½smin; smax�, respectively. After choos-
ing these parameters, a MS moves to its new location by
traveling for a certain time or distance. The model also
includes pause time between changes in direction and
speed. The second mobility model is designed to adapt to
different levels of randomness by means of a tuning
parameter: the direction and speed at the nth step are cal-

culated based regressively on those at the ðn� 1Þth step
and on a random variable (r.v.), as,

dn ¼ adn�1 þ ð1� aÞ�dþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� a2Þ

q
dxn�1

sn ¼ asn�1 þ ð1� aÞ�sþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� a2Þ

q
sxn�1 ;

ð1Þ

where dn and sn are the new direction and speed for the nth

step, a (0 6 a 6 1) is the tuning parameter to vary the
randomness, �d and �s are constants representing the mean
values of direction and speed, respectively, as n!1, and
dxn�1 and sxn�1 are r.v. from a Gaussian distribution.
Table 2 represents the reduction in the number of han-
dover sessions using VBS-Cluster. In the simulations, we
performed a handover to the neighboring cell/cluster if
both of the following conditions are met [24]: (1) If the sig-
nal strength from the neighboring cell/cluster exceeds that
of the serving cell/cluster by a hysteresis (i.e., margin) level



Table 2
Reduction of no. of handovers using our VBS-Cluster strategy. [cell radius = 1 km, simulation area = 30� 30 km2

; smin ¼ 0; smax ¼ 30 m=s, simulation time = 1 h,
no. of MSs = 1000; �d ¼ p; �s ¼ 15 m=s; dxn�1 � Nðp;1Þ; sxn�1 � Nð15;3Þ, no. of simulations = 100].

Mobility model Number of handovers

Without clustering Cells/cluster = 3 Cells/cluster = 4 Cells/cluster = 5

Random waypoint 5716	 5% 2318	 4% 1268	 5% 843	 6%

Gauss-Markov 3673	 0:6% 1682	 1:1% 711	 2:3% 457	 2:9%

Fig. 9. Message exchanges among a MS and the BSs during a HHO.
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of at least dB; and (2) If the distance from the serving
cell/cluster exceeds that of the neighboring cell/cluster by
more than 1.1 km. It is clear that the number of handovers
decreases with the increase of the cluster size. However, by
increasing the cluster size managing/canceling interfer-
ence becomes more challenging.

6.3. Capacity enhancement

In conventional cellular network, each BS only sends/re-
ceives data to/from the MSs within its covered area, and
uplink and downlink signals from the neighboring cells
interfere with each other, which leads to low SINR and
spectral efficiency for edge users. The work in [25] showed
via simulations that as many as 30% of the users can be
affected by cell-edge interference, in that they experience
a SINR of 0 dB or less. In C-RAN, VBSs cooperate together
and share traffic as well as signaling data so to improve
the spectral efficiency.
The CoMP transmission and reception technique, which
is based on cooperative MIMO, is one of the popular meth-
ods to mitigate the average interference and increase the
spectral efficiency at the cost of increased receiver com-
plexity [26,4,27]. In CoMP, a set of neighboring cells are
divided into clusters; within each cluster, BSs are con-
nected to each other via the Back-haul Processing Unit
(BPU) and exchange Channel State Information (CSI) as
well as MS signals. Coordination of the BSs within a cluster
can decrease the ICI and improve the overall SINR. In the
uplink, each BS receives a combination of MS signals from
its own and from the other neighboring cells. Fig. 10(a)
shows the uplink intra-cluster and inter-cluster interfer-
ence. By combining the CSI from different cells and sharing
the received signals at the BPU, CoMP is thus able to cancel
the intra-cluster interference.

Since MSs use the omni-directional antennas to send
the signal to the BSs, decreasing the interference in uplink
is more challenging. Although CoMP is able to reject the



Fig. 10. (a) Uplink intra- and inter-cluster interference for subcarrier #2. The cluster (defined by bold blue lines) is omni-subcarrier and starred MSs have an
intensive inter-cluster interference on the neighboring cells; in (b) and (c) the clusters are virtual uni-subcarrier and there is no cluster-edge MS. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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intra-cluster interference, it cannot mitigate the inter-clus-
ter interference and cluster-edge MSs still suffer from this
type of interference. Hence, in cellular network with fre-
quency reuse factor equal to 1, the achieved system capac-
ity is still significantly far from the interference-free
capacity upper bound. Furthermore, one of the main
requirements for Long Term Evolution (LTE) systems is
the very low latency. In fact, the additional processing
required for multiple-site reception and transmission as
well as the communication among different BSs could
add delay significantly and limit the cluster size. In addi-
tion to low-latency connections, BS clocks need to be in
phase in order to enable proper operation of CoMP. This
requires a highly accurate phase or time-of-day synchro-
nization. To overcome these challenges, the BSs should
be connected together in a form of a centralized Radio
Access Network (RAN).

In traditional CoMP systems, however, only a fixed
number of BSs can communicate with each other through
the BPU and each cell is associated with a particular clus-
ter. These limitations are avoided in C-RAN, where each
cell can be associated with different clusters and different
clusters can communicate with each other at very high
speeds. Moreover, cluster boundaries are not set apriori,
which means that we can add/remove cells to/from a clus-
ter. These advantages allow us to form clusters and
dynamically adjust their sizes based on the positions of
MSs and RRHs in order to mitigate the inter-cluster inter-
ference. This means that in our solution the clusters are
defined per subcarrier so that the defective impact of
inter-cluster interference is low. In other words, unlike
the traditional CoMP in which the clusters are ‘‘omni-sub-
carrier’’ (i.e., in each cluster all subcarriers are used), in
our solution the clusters are ‘‘uni-subcarrier’’ (i.e., each
cluster only deals with one subcarrier). Consequently, each
cell may be involved in different clusters for different
subcarriers.

To clarify the motivation, we use a network of 7-cell
sites (as shown in Fig. 10) with two operating subcarriers.
We also use different icons for MSs operating on different
subcarriers. In Fig. 10(a), we assume that this network
works under traditional CoMP and cells #1, #2, and #3
form an omni-subcarrier cluster (the cluster boundaries
are shown with thick blue lines). In this case, internal clus-
ter-edge MSs associated with subcarrier #2 (which are dis-
tinguished by a ‘star’) have a destructive inter-cluster
interference on the neighboring external RRHs (RRH #4
and RRH #7). To address this problem, we propose to form
virtual uni-subcarrier clusters based on the position of MSs
and RRHs. In our solution, called Dynamic Joint
Processing (DJP), virtual clustering must be done is such
a way that the internal MSs have minimum inter-cluster
interference on the neighboring virtual clusters. To do this,
we need to measure the received power from each MS to
the internal and external RRHs and decide to change the
serving cluster if the interference on external RRH is
greater than the interference on internal RRHs. In
Fig. 10(a), dotted and dot-dash lines show uni-subcarrier
clustering of cell site associated to subcarrier #1 and #2,
respectively. Fig. 10(b) and (c) also show the uni-subcarrier
clusters for subcarrier #1 and #2, respectively. For exam-
ple, cells #1, #2, and #3 form a uni-subcarrier cluster for
subcarrier #1 (Fig. 10)) and cells #1, #2, and #7 form a
uni-subcarrier cluster for subcarrier #2 (Fig. 10(c)). Note
that each cell is associated with two uni-subcarrier clus-
ters, while in traditional CoMP each cell is only associated
with one omni-subcarrier cluster. The clustering is done is
such a way that there is no cluster-edge MSs and the
received power from MSs to external RRHs is very low.
This is because with uni-subcarrier clustering, all the inter-
nal MSs are as far as possible from external RRHs and situ-
ated in the center of the cluster.

Moreover, in our DJP solution, the cluster size of coordi-
nated cell sites is not fixed. Since we operate under the
C-RAN architecture and have access to all of the VBSs held
in a common place, cluster size can be changed dynami-
cally based on the MSs and the RRHs positions. We use
Fig. 11 to clarify this property. In particular, Fig. 11(a)
shows 2 omni-subcarrier clusters in CoMP. For a specific
subcarrier in this setting, as long as all the associated
MSs are far from the neighboring inter-cluster BSs, the per-
formance of the CoMP system is acceptable and the



(a) Conventional CoMP (b) Conventional CoMP (c) Dynamic Clustering Under C-RAN Architecture

Fig. 11. Dynamic change of cluster size based on the MSs position: (a) there is no cluster-edge MS and no severe interference on the neighboring clusters;
(b) the starred MS from cluster #1 is a cluster edge MS and has a high defective impact on its neighboring cluster; (c) because of the high defective impact of
starred MS on cluster #2, cell #4 is removed from cluster #1 and added to cluster #2. In this case starred MS has not a severe defective impact on cluster #1
and its impact on cluster #2 can be canceled by the use of CoMP.
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defective impact of the inter-cluster interference is low.
However, as depicted in Fig. 11(b), if one of the MSs
(starred MS in the figure) reaches the cluster edge, then
the defective inter-cluster interference on BS #1 and #3
for the specific subcarrier would increase and the overall
performance of cluster #2 would decrease. On the other
hand, cluster-edge users have low defective impact on
the intra-cluster BSs. For instance, in Fig. 11(b), the starred
MS has low impact on the performance of BS #5 and #6,
but high impact on BS #1 and #3. However, CoMP is not
able to cancel the interference on BS #1 and #3, and is only
able to cancel the interference on BS #5 and #6, which is
not crucial. Since the cluster boundaries are fixed, we can-
not do any high-speed cooperation with inter-cluster cells
to decrease the inter-cluster interference. Fig. 11(c) shows
the operation under C-RAN: in this case, since all of the
VBSs are co-located in a common place, we are able to
add/remove cells to/from a certain cluster; when a certain
MS from a uni-subcarrier cluster changes its position
potentially leading to a high defective impact on the neigh-
boring uni-subcarrier cluster, we can remove the cell from
the current cluster and add it to the neighboring cluster. As
it is shown in Fig. 11(c), because of the high defective
impact of starred MS on cluster #2, cell #4 was removed
from cluster #1 and added to cluster #2.

In DJP, we consider that frequency band has a set of sub-
carriers F ¼ ff 1; . . . ; f Kg (K is the total number of subcar-
riers), for each subcarrier the network has a set of virtual

uni-subcarrier clusters J k ¼ f1; . . . ; Jkg ð1 6 k 6 KÞ, each

virtual cluster consists of a set of RRHs Mk
j ¼ 1; . . . ;Mk

j

n o

ð1 6 j 6 JkÞ, and in each virtual cluster there is a set of

active MSs N k
j ¼ 1; . . . ;Nk

j

n o
1 6 j 6 Jk
� �

. We measure

the received power (in dB) from the MS nk
i 2 N

k
i by the

RRH mk
l 2 M

k
l at time t as,

Prx nk
i ;m

k
l ; t

� �
¼ Ptx nk

i ; t
� �

� PL nk
i ;m

k
l ; t

� �

� Pfading nk
i ;m

k
l ; t

� �
ð2Þ
where PL nk
i ;m

k
l ; t

� �
is the large scale path loss between the

MS nk
i and the RRH mk

l at time t; Ptx nk
i

� �
is the transmitted

power of the MS nk
i , and Pfading nk

i ;m
k
l ; t

� �
is the time-varying

shadow fading loss. Since CoMP takes care about the intra-
cluster interference, our goal is to minimize the inter-clus-
ter interference. To do this, we measure the summation of
received inter- and intra-cluster interference power from
the MS nk

i to the neighboring and serving clusters,

Pex nk
i ; j; t

� �
¼

X
8mk

j
2Mk

j

Prx nk
i ;m

k
j ; t

� �
;

Pin nk
i ; i; t

� �
¼

X
8mk

i
2Mk

i ;m
k
i
–nk

i

Prx nk
i ;m

k
i ; t

� �
;

ð3Þ

where Pex nk
i ; j; t

� �
is the received inter-cluster interference

from MS nk
i by the jth virtual cluster and Pin nk

i ; i; t
� �

is the
received intra-cluster interference from MS nk

i by the its
serving virtual cluster (ith cluster). Then, we find the clus-
ter which receives maximum inter-cluster interference
from MS nk

i and select it as the nominated cluster,

Pjmax
nk

i ; t
� �

¼ max
16j6Jk

j–i

Pex nk
i ; j; t

� �
; ð4Þ

where Pjmax
nk

i ; t
� �

is the maximum inter-cluster interfer-
ence from MS nk

i and jmax is the index of nominated cluster
to be added to the serving cell in the kth subcarrier at time
t. In each iteration, we remove the serving cell from serving
cluster and add it to the nominated cluster if Pjmax

nk
i ; t

� �

exceeds Pin nk
i ; i; t

� �
by a hysteresis threshold thr (dB). To

show the performance of our proposed solution, we com-
pare the Cumulative Distribution Function (CDF) of the
Signal to Interference Ratio (SIR) for different schemes
(Fig. 12). To implement the conventional CoMP scheme,
we consider the omni-subcarrier clusters of size 3. To com-
pare DJP with conventional CoMP, we consider virtual uni-
subcarrier clusters whose size ranges from 2 to 4 and set
thr equal to 6.2 dB. In the simulation we compare DJP with
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Fig. 12. Cumulative Density Function (CDF) vs. Signal-to-Interference
Ratio (SIR) for different schemes.
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traditional cellular network (without Inter-Cell
Interference Coordination (ICIC)), Soft FFR [28], and
Regular CoMP.
7. Conclusions and future work

We discussed provisioning and allocation methods to
support Cloud Radio Access Network (C-RAN), in which
all the BS computational resources are pooled at a central
location, e.g., a set of physical servers in a datacenter.
First, we presented the drawbacks of current cellular net-
works, which prevent from meeting today’s users’ data-
rate requests. Then, we introduced C-RAN – a clean-slate
design allowing for dynamic reconfiguration of computing
and spectrum resources – and discussed about the func-
tionalities that can be implemented in a fully- and par-
tially-centralized architecture. We proposed novel
provisioning and allocation methods of Virtual Base
Stations (VBSs) in the Base Band Unit (BBU), and discussed
their pros and cons. Last, we studied the complexity for
provisioning VBSs: specifically, in order to overcome the
mobile traffic load, a.k.a. tidal effect, and utilize the com-
putational resources efficiently, we proposed proactive as
well as reactive dynamic resource provisioning algorithms
and investigated different Virtual Machine (VM) consol-
idation and allocation techniques. We also presented the
idea of VBS-Cluster and discussed a number of solutions
in which by clustering the VBSs we can improve the sys-
tem performance.
8. Future work

To validate the proposed ideas on a real-time emula-
tion, we are working on testbed implementation. There
are three different implementations of software BS proto-
col stack, OpenBTS [29] and OpenLTE [30], which are open
source, as well as Amarisoft LTEENB [31], which is a licensed
software from Amarisoft SARL. OpenBTS is a software-
based Global System for Mobile (GSM) communication
access point, allowing standard GSM-compatible mobile
phones to be used as Session Initiation Protocol (SIP) end-
points in VOIP networks. OpenLTE is an open source imple-
mentation of the 3GPP LTE specifications with focus on
transmission and reception of the downlink. Last,
Amarisoft LTEENB is a LTE BS software that has hundreds
of tunable parameters at both the MAC and PHY layers.
OpenBTS can be used to emulate centralized BS pools for
GSM networks, whereas OpenLTE and Amarisoft LTEENB
can be used to emulate centralized BS pools for LTE net-
works. At the Rutgers NSF Center for Cloud and
Autonomic Computing (CAC), our state-of-the-art comput-
ing equipment and controllable CRAC system are represen-
tative of a small datacenter that can house the VBSs in C-
RANs; the configuration consists of two Dell M1000E
Modular Blade Enclosures, necessary interconnect/man-
agement infrastructure, and a supervisory node. Both
transceiver ends of the platform are software radio USRP
systems so to be able to implement the new structure/
algorithm at both transmitter and receiver. For each VBS,
we run Amari LTE 100 on 64 bits Linux on the available ser-
ver and provision it with the required computing
resources. We also use USRP N210, SBX RF board, and
antennae for SISO and MIMO at the BS side. For the MS,
LTE USB Modems are deployed.
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