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Abstract The increasing demand for faster computing and high storage capacity has
resulted in an increase in energy consumption and heat generation in datacenters. Be-
cause of the increase in heat generation, cooling requirements have become a critical
concern, both in terms of growing operating costs as well as their environmental and
societal impacts. Presently, thermal management techniques make an effort to ther-
mally profile and control datacenters’ cooling equipment to increase their efficiency.
In conventional thermal management techniques, cooling systems are triggered by
the temperature crossing predefined thresholds. Such reactive approaches result in
delayed response as the temperature may already be too high, which can result in
performance degradation of hardware.

In this work, a proactive control approach is proposed that jointly optimizes the
air conditioner compressor duty cycle and fan speed to prevent heat imbalance—the
difference between the heat generated and extracted from a machine—thus mini-
mizing the cost of cooling. The proposed proactive optimization framework has two
objectives: (i) minimize the energy consumption of the cooling system, and (ii) mini-
mize the risk of equipment damage due to overheating. Through thorough simulations
comparing the proposed proactive heat-imbalance estimation-based approach against
conventional reactive temperature-based schemes, the superiority of the proposed ap-
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proach is highlighted in terms of cooling energy, response time, and equipment failure
risk.

Keywords Data center · Proactive approach · Modeling · Air cooling system ·
Thermal management

1 Introduction

The increasing demand for faster computing and high storage capacity has resulted
in an increase in energy consumption and heat generation in datacenters. Because of
the increase in heat generation, cooling requirements have become a critical concern,
both in terms of growing operating costs as well as their environmental and societal
impacts (e.g., increase in CO2 emissions, overloading the electric supply grid result-
ing in power cuts, heavy water usage for cooling systems causing water scarcity, etc.)
Many current datacenters are not following a sustainable model in terms of energy
consumption growth as the rate at which computing resources are added exceeds the
available and planned power capacities. For these reasons, there is a need for re-
alizing environment friendly computing systems that maximize energy and cooling
efficiency. Technical advances are leading to a pervasive computational ecosystem
that integrates computing infrastructures with embedded sensors and actuators, thus
giving rise to a new information/sensor-driven and autonomic paradigm for managing
datacenter cooling systems.

Due to the increasing costs and high energy consumption of current cooling sys-
tems in datacenters, energy efficient and intelligent cooling solutions are required
to minimize these costs and consumption. Empirical data from Little Blue Penguin
cluster shows that every 10◦C rise in temperature results in a doubling of the system
failure rate, as per Arrhenius’ equation applied to microelectronics, which increases
the Total Cost of Ownership (TCO) significantly [11]. Overheating of components
causes thermal cycling, which eventually leads to device failure, thus affecting the
TCO [28]. Cooling systems aim at effectively maintaining the temperature of the dat-
acenter. For robustness and safety, over-provisioning is often implemented to avoid
any loss to property due to unforseen perturbations. According to Lawrence Liv-
ermore National Laboratory (LLNL), for every watt of power its IBM BlueGene/L
consumes, 0.7 W is required to cool it [4, 14]. As the number of datacenters with high
processing power increases, the expense to run cooling equipment such as chillers,
compressors, and air handlers also increases. According to [6], it is predicted that
datacenter energy consumption in the US will reach 100 billion kWh/year by 2011
with a corresponding energy bill of approximately $7.4 billion.

Current cooling solutions in datacenters rely on reactive techniques, which aim at
keeping the temperature at a fixed value. Existing datacenter cooling systems control
the temperature/humidity of the air based on the temperature external to the machines,
i.e., the temperature inside a datacenter. Some of the cooling system control mecha-
nisms are based on the internal temperature of the racks or blades. Irrespective of the
external or internal temperature, the reactive approach has numerous disadvantages:
(i) it takes a corrective action after the temperature has crossed a threshold and may
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not be able to prevent damages in certain cases where temperature rises above the
safe operating range of the internal components, (ii) it is very difficult to determine
the optimal threshold range as it should not be too high that a small increase above
it damages the components or too low to waste energy required for cooling, and (iii)
if the threshold range is too small it causes cycling (or hysteresis) in the Computer
Room Air-Conditioning (CRAC) unit and in turn reduces its life; conversely, if the
threshold range is too high the response time of the system increases with a possible
risk of damage to the internal components of the machines.

Due to the numerous disadvantages of temperature-based reactive approaches, in
this work we propose a heat-imbalance estimation-based proactive approach that op-
timizes the cooling system operation by minimizing the cooling costs and the risk of
damage to components due to overheating. The proposed proactive approach controls
the cooling system before the heat imbalance can raise the temperature and cause
damage to the internal components of a machine. Heat imbalance is the difference
between the heat generated and heat extracted (under ideal conditions heat imbalance
should be zero). The proactive approach has numerous advantages over the reactive
approach: (i) there is no need for setting thresholds as needed in reactive approaches,
(ii) it is intrinsically predictive in nature as it estimates the heat that will be generated
in the future (based on information on scheduled type/intensity of workload) and, ac-
cordingly, adjusts the operation of the CRAC unit, (iii) it observes the “cause” instead
of the “effect,” i.e., it estimates the heat imbalance rather than measuring the rise in
temperature caused by it.

The remainder of this article is organized as follows. In Sect. 2, we address
the background and related work. In Sect. 3, we formulate our heat-imbalance
estimation-based proactive control approach. In Sect. 4, we describe our mathemat-
ical model in details. In Sect. 5, we present the performance evaluation. Finally, in
Sect. 6, we draw the conclusions and discuss future work.

2 Background and related work

There are two main approaches for thermal management of datacenters; one is me-
chanical design based and the other is software based. The former focuses on how
to effectively distribute cold air by managing cooling infrastructure, while the latter
focuses on how to balance or migrate jobs in such a way as to minimize heat imbal-
ances.

Mechanical design-based approaches study the airflow models, datacenter design,
and cooling system design. Datacenter design plays an important role in the efficient
thermal management. The cooling systems used for current datacenters are chilled-
water cooled CRAC units that supply a raised floor plenum underneath the racks with
cold air. Perforated tiles are located near the racks to transfer the cool supply air to the
front of the racks. The hot exhaust air from the racks is then collected from the upper
section of the facility by the CRAC units, thus completing the airflow loop as shown
in Fig. 1(a). Racks are typically arranged in rows with alternating airflow directions,
forming “hot” and “cold” aisles [2]. This hot-and-cold aisle approach attempts to
prevent mixing of the hot rack exhaust air and the cool supply air drawn into the
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(a)

(b)

(c)

(d)

Fig. 1 Current cooling design schemes: (a) underfloor supply and overhead return, (b) underfloor supply
and horizontal return, (c) overhead supply with horizontal return, and (d) poor airflow condition
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racks with the objective of increasing the overall efficiency of the air delivery and
collection from each rack in the datacenter. Different thermal efficiencies may be
achieved with alternate configurations, as illustrated in Figs. 1(b) and 1(c).

Any configuration for the CRAC unit can be applied, but only certain combina-
tions are feasible due to mechanical constraints of the CRAC units (e.g., to not intro-
duce an excessive amount of duct work). With these constraints, achieving thermal
(energy) efficiency is complicated and there is no single optimal solution. In [17],
the authors made an attempt to compare cooling efficiencies among four airflow dis-
tribution systems in high heat density room: underfloor supply/overhead return, un-
derfloor supply/horizontal return, overhead supply/underfloor return, and overhead
supply/horizontal return. In [8, 9], the authors expand on the concepts proposed in
[17]. Datacenter design guidelines from PG&E [19]—mainly based on [2]—presents
a poorly designed datacenter room (Fig. 1(d)) cooled by a raised floor system, which
has often trouble maintaining an appropriate room temperature. In [7], the authors
benchmark 22 datacenters according to their energy usage and conclude that energy
benchmarking using a specific metric—ranging from the energy used for IT equip-
ment to the energy used for Heating, Ventilation, and Air Conditioning (HVAC)—is
extremely helpful to understand why some datacenters perform better than others.

Another important aspect of mechanical design for cooling system involves air-
flow distribution. In [12, 22, 23, 25], the authors provide some insights into the airflow
distribution from perforated tiles and raised floor design in datacenters. In [21, 24],
the authors thermally profiled a datacenter in space and time, and analyzed trends and
correlations among collected measurements. Basic mathematical modeling and para-
meters for modeling datacenter are proposed in [27]. In [25], the authors comment on
the challenges associated with thermal management in datacenters. In [20], the au-
thors review the existing literature on datacenter thermal modeling work. However,
due to the complexity of the thermodynamics [3, 18], the research done in formulat-
ing models suitable to describe the complex phenomena of heat propagation and air
distribution in datacenters has been limited.

On the other hand, software-based approaches focus on minimizing the cooling
cost by distributing or migrating jobs. In [10], the authors emulate the thermal be-
havior of server systems to manage datacenter cooling. Using the emulator, a system
named Freon monitors temperature changes and, if the temperature of a machine
crosses a threshold (defined thermal emergency), Freon redistributes the jobs; how-
ever, cooling cost is not considered in this study. In [15], the authors introduce the
concept of power budget, which is the product of power and temperature. Higher
power budget means that a machine has more capacity to accept a job in terms of
temperature and power. The authors propose two scheduling algorithms based on
power budget to fairly and efficiently distribute the workload. In [16], the authors
propose energy savings by temporally spreading the workload and assigning it to
energy-efficient computing equipment. However, these works are not coupled to a
physical datacenter model and only consider scenarios that are reactive in nature. In
[29], the authors propose a cooperative power-aware game theoretic solution for job
scheduling in grids to minimize the energy consumption while maintaining a spe-
cific Quality of Service (QoS) level. They highlight the fact that it is not enough to
minimize the total energy of grid but there is the need to minimize energy locally at
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different providers in the grid. The proposed solution simultaneously minimizes the
energy used by all providers so to be fair to all users. The energy usage is kept to
minimum level while maintaining the desired QoS level. The authors claim that the
proposed solution is robust against prediction inaccuracies. In [13], the authors study
the problem of task allocation onto a computational grid and aim at simultaneously
minimizing the energy consumption and the makespan (time difference between the
start and finish of a sequence of jobs), subject to the constraints of deadlines and
tasks’ architectural requirements. The solution is proposed from cooperative game
theory based on the concept of Nash Bargaining Solution (NBS). The frameworks
proposed in [13, 29] do not take the datacenter design or airflow characteristics into
consideration and are, hence, not suitable for optimizing the cooling system perfor-
mance.

In current datacenter thermal management, the mechanical- and software-based
approaches are usually independent on each other. However, there exists a strong
correlation between the two; for this reason, there is the need to combine the two
approaches to obtain an optimal cooling solution. The proactive approach proposed
in this work can adapt itself to any type of mechanical design and it also considers
the distribution and type of workload running. It combines the mechanical aspect of a
datacenter with the software-based scheduling approach to optimize the performance
of the cooling system.

3 Problem formulation

In this section, we formulate the mathematical model for heat transfer in datacenters
that our solution is based on. The heat transfer model is divided into three parts as
follows: (i) overall heat circulation model, (ii) heat generation model, and (iii) heat
extraction model. We describe heat generation, extraction, and circulation based on
the fundamental thermodynamic principles in physics. It is assumed that the data-
center is built on a hot-and-cold aisle based raised plenum design, supplying cold air
from the raised plenum and returning hot air to the ceiling.

3.1 Air circulation design

The proposed datacenter model is designed in a 3-dimensional space as shown in
Fig. 2. In Fig. 2, the columns represent aisles, the rows represent the distance from
the CRAC, and the height represents the enclosure number from the bottom. These
are referred to as “i,” “j,” and “e,” respectively. The latest rack design includes 3–
4 enclosures, each containing 10–20 integrated vertical blades with an independent
cooling module to cool all the blades in it. We assume that every odd numbered aisle
is a cold aisle and every even numbered aisle is hot aisle. For the sake of clarity, the
notation used in the model are summarized in Table 1.

The proposed model is based on heat imbalance equations. Heat is mainly gener-
ated by the processor and subsystems, i.e., memory and storage devices, I/O subsys-
tem, network interface card, etc., is extracted by the fans in the enclosure and the fan
in the CRAC unit. We assume that there is no external heat source and the room is
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Fig. 2 Layout of datacenter and location of a blade

thermally insulated. The notations used to describe the datacenter thermal flow model
is similar to the ones used in [27].

In order to calculate the heat imbalance and flux, we assume that our datacenter is
extended in a 2-dimensional space as shown in Fig. 3(a) and explained following air-
flow from the CRAC (“➀” in Fig. 3(a)) and returning to CRAC (“➄–➅” in Fig. 3(a)).
First, a cold air stream from the CRAC unit is pumped through the plenum at flow
rate mout

crac and temperature Tcrac in “➀”; this flow is evenly divided and exhausted
through the plenum and perforated tiles “➁” in the cold aisle ideally. However, in
real case, perforated tiles can be modeled as a lumped resistance using the relation-
ship ΔP = β · (mout

crac/ρ)2, where the coefficient β can be found in standard flow
resistance handbooks (e.g., [26]). Experimental values of β have been proposed in
[21, 24]. Using equation for dynamic pressure ΔP = ρ · v2/2, where v is the fluid
velocity, min

tile and mout
tile can be written as follows:

min
tile = mout

tile = Atile ·
√

β · 2 · (mout
crac)

2

ρ
. (1)

Between “➁” and “➂,” inlet airflow rate of an enclosure is proportional to inlet
airflow of a rack. Ideally, if there is no air circulation, leakage or Bernoulli effect,1

and the fans on every enclosure have the same speed then, min
e is min

r /NE and min
r is

half of mout
tile because the air flowing from a tile splits into two racks. The relations of

those parameters are

min
r =

NE∑
e=1

min
e = NE · min

e = mout
tile

2
. (2)

In ideal case, the inlet mass airflow rate in through “➂” for all the racks are the same
as

mr
in = ml

in, ∀r,l . (3)

1In fluid dynamics, the Bernoulli’s principle states that an increase in the speed of the fluid occurs simul-
taneously with a decrease in pressure or a decrease in the fluid’s potential energy.
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Table 1 Notations

Nomenclature

ΔI Heat imbalance [J]

Cp Specific heat of air at constant pressure [J/kg K]

m Mass airflow rate [kg/s]

M Mass of air [kg]

T Temperature [K]

ρ Density of air [kg/m3]

A Area of the component [m2]

NC Total number of columns/aisles

NR Total number of rows

NA Total number of Rack

NE Total number of enclosures in a rack

Subscript

e Enclosure

r Rack

i Column

j Row

crac CRAC unit

tile Perforated vent tile

room Room where the equipment is placed in a datacenter

Superscript

in Inlet

out Outlet

Fig. 3 (a) 6 different places to consider mathematical model; (b) Rack level airflow

As these ideal assumptions are often not valid in realistic scenarios, to improve
the accuracy of the model we need realtime measurements collected via a sensing
infrastructure, as discussed in Sect. 6. Figure 3(b) shows the flow from the tile to the
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rack and (2) shows the relation between mout
tile and min

r , where “r” denotes the racks
between aisle i to i + 1 (column) and j (row) cell. Cooling fans in each enclosure
suck the air streams in at flow rate min

e , cool the heated components down in “➂,” and
the air stream in the enclosure flows to the back of the racks with flow rate mout

r in
“➃.” We formulate heat-imbalance model in a datacenter as follows, which explains
the heat exchange in “➂” as

ΔIe
ij =

∫ t2

t1

(
he

ij − qe
ij

)
dt = Me · Cp · ΔT e[t2,t1], (4)

where

– ΔIe
ij denotes the heat imbalance of the enclosure e in the cell (i, j), which is

between i and i + 1, and j , during the time between t1 and t2;
– he

ij is the rate of heat generation from the enclosure e in the cell (i, j) [J/s];
– qe

ij is the rate of heat extraction from the enclosure e in the cell (i, j) [J/s];
– If ΔIe

ij is positive (i.e., he
ij > qe

ij ), the temperature in the enclosure e increases
(hence, ΔT e > 0);

– If ΔIe
ij is negative (i.e., he

ij < qe
ij ), the temperature in the enclosure e decreases

(hence, ΔT e < 0).

Equation (4) shows the difference between heat generated and heat extracted in an
enclosure. If the heat difference is positive, the enclosure temperature will increase;
if the imbalanced heat of the entire datacenter is set up as a function of blades of the
enclosures, and enclosures of the racks, then we have

ΔI =
NC∑
i=1

NR∑
j=1

NE∑
e=1

ΔIe
ij = Mroom · Cp · ΔT room[t2,t1]. (5)

If the heat difference is positive, the average temperature of the datacenter will in-
crease.

From the experiments on our test server, which has the following configuration,
eight 8 core Intel Nehalem processors, 138 GB of RAM and 500 GB of storage, it was
observed that the dominant power utilizing subsystems were the CPU, I/O subsystem,
memory and storage subsystem, and the Network Interface Card (NIC). Out of the
total power utilized, a certain percentage was dissipated as heat. The percentage of
power dissipated as heat by the subsystems is denoted by αsub [%] as detailed in
Sect. 4.1. The rate of heat generation by a subsystem he

ij [J] is given by

he
ij = P

e,cpu
ij · αcpu + P

e,IO
ij · αIO + P

e,mem,stg
ij · αmem,stg + P

e,NIC
ij · αNIC, (6)

where P cpu, P IO, P mem,stg, P NIC is the power utilized by CPU, I/O subsystem, mem-
ory and storage devices, and the NIC, respectively, and αcpu, αIO, αmem,stg, αNIC are
the respective percentage power dissipation factors. Using (29), the total rate of heat
generation “H ” can be calculated as,

H =
NC∑
i=1

NR∑
j=1

NE∑
e=1

he
ij . (7)
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Fig. 4 Qon is the heat
extraction when compressor is
on, Qoff is the heat extraction
when compressor is off which
are proportional to Tout −T crac

and Tout - T room, respectively,
while H is the heat generation.

On the other hand, the heat is extracted by the inlet-air and flows out with the outlet-
air, which can be calculated as

qe
ij = me

ij,in · Cp · (T e
ij,out − T e

ij,in

)
. (8)

By measuring inlet and outlet temperature and airflows, we can calculate how much
heat is extracted from the enclosure e located in i (row) and j (column), i.e., in cell
(i, j). The total rate of heat extracted can be computed as,

Q =
NC∑
i=1

NR∑
j=1

NE∑
e=1

qe
ij . (9)

Temperature of the inlet airflow T e
ij,in varies depending on whether the air com-

pressor is “on” or “off” in (8). In Fig. 4, if the air compressor is on (Qoff), the air from
the server room with the temperature (T room) can extract the heat because only the
fan is working, but if the air compressor is on (Qon), then the air with the temperature
from the CRAC unit (T crac) can extract the heat because both the compressor and fan
are working. The heat generation “H ” is independent on whether air compressor is
working or not because it is generated based on the workload and it’s distribution. In
equilibrium state, ‘T crac’ is lower than ‘T room’ and ‘T room’ is lower than ‘Tout’ (T crac

< T room < Tout).
Heated air streams are collected through the ceiling in “➄” and returned to the

CRAC unit. Finally, the circulated air enters the CRAC unit and is compressed and
cooled again in “➅.” In an ideal case, it holds,

mcrac
out =

NA∑
r=1

mr
in =

NA∑
r=1

mr
out = mcrac

in . (10)

The air can be mixed for a variety of reasons, some of which are discussed in Sect. 2.
The phenomenon and the effect of mixing cold air and hot air streams are discussed
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in [27]. Supply using Heat Index (SHI) is denoted as follows:

SHI =
∑NC

i=1

∑NR

j=1(T
r

in,ij − T crac
out )∑NC

i=1

∑NR

j=1(T
r

out,ij − T crac
out )

. (11)

Because the air from the CRAC unit T crac
out is not at the same temperature as the rack

T r
ij , we can assume that there is a recirculation and mixing of hot–cold air in the

datacenter. We can apply the simple SHI configuration for our model to explain air
recirculation. However, this model using inlet and outlet airflow can be applied only
if we know the inlet and outlet temperature and airflows at each blade. This requires a
sensing infrastructure that measures airflows and temperature to quantify the amount
of heat extracted.

3.2 Air cooling system design

Cooling is the process where heat is transferred from a lower to a higher temperature
level by doing work on a system in order to extract the heat. Most datacenters use
chilled-water air conditioning system. With chilled water air conditioning, the refrig-
eration equipment (compressor, condenser, evaporator, etc.) does not directly cool
the air; rather, it uses chilled water to cool the air, where chilled water is pumped to
the cooling coils and a fan draws the air through the chilled water pipe to the coils,
thus cooling the air. With chilled water air conditioning, the compressor is usually
mounted on a rack or a frame, within a few feet from the evaporator that cools the
chilled water. The efficiency of this cycle can be determined by several factors such
as airflow and chilled water temperature, and can be quantified by the Coefficient
Of Performance (COP). The COP is the ratio of total heat removed ‘Q’ from low-
temperature level and the energy input used (W) as

COP(T ) = Q

W
. (12)

Since the COP is inversely proportional to the W , a higher COP means that more
heat “Q” can be removed by doing less work (W), as given in (12). The COP can
be calculated in each cooling cycle and through (12), we can calculate how much
work is needed to extract a certain amount of heat. For example, a cooling cycle with
COP of 2 will consume 30 kWh to extract 60 kWh of heat, while a cooling cycle of
COP of 3 will consume 20 kwh to remove the same amount of heat. Figure 5 shows
COP values for different CRAC units. As the CRAC supply temperature increases,
the COP also increases (in compliance with the second principle of thermodynamics).
Consequently, our cooling cost “ETotal” can be calculated as

ETotal = ECompressor + Efan, (13)

which is the total amount of energy needed to power the air compressor, “ECompressor,”
plus energy needed to run the CRAC fan, “Efan.” If the duty cycle η of the compressor
is represented as

η = Δton

Δton + Δtoff
, (14)



176 E.K. Lee et al.

Fig. 5 Coefficient of
Performance (COP) curve for
the different chilled-water
CRAC units. COP can vary for
different CRAC unit depending
on the type of fan and
compressor used. CRAC 2
shows COP of cooling system at
the HP Labs Utility Datacenter
[15]. This COP is also used in
our simulations

where the window size of the compressor cycle is represented as “Δ = Δtoff + Δton,”
then the work done to extract the amount of heat for a compressor can be calculated
as

ECompressor = PAC · Δton = Q

COP(T )
. (15)

The “affinity law,” which describes how the performance of a centrifugal pump is
affected by a change in speed or impeller diameter is given by

P = Pref · ω3

ω3
ref

, (16)

where ω is the shaft rotation speed (fan speed) and P is the shaft power correspond
to the ω. Note that the shaft power is proportional to the cube of rotation speed of
the fan shaft. “Efan” can be calculated using this law. Specifically, once we know the
reference-point power Pref of the fan and its rotational speed ωref, which both vary
depending on the manufacturer and type of fan, the power required to increase the
fan speed to ω in [t1, t2] can be computed as

Efan =
∫ t2

t1
Pref · ω3

ω3
ref

dt. (17)

Also, the mass of airflow rate injected from the CRAC, “mcrac,” can be computed
based on fan speed ω as

mcrac = ρ(T ) · Kω · ω, (18)

where ρ(T ) denotes density of the air in certain temperature and Kω denotes coeffi-
cient of amount of air through the fan, when the speed of the fan is ω.

Since there is only one fan with airflow rate “mcrac” is used in this model, we
cannot extract the localized heat generated in each aisle or each rack. However, if we
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use multiple fans, then the total mass airflow rate in each corridor is given by

mcrac = mfan1 + mfan2 + mfan3 . . . , (19)

where mfannum denotes the mass airflow rate of each fan. If we install multiple fans,
one for each corridor or each rack, then we can have more control over the net airflow
rate. However, there is an additional cost for installation and operation of these fans.
Power usage by a fan ranges from hundreds to thousands Watt and the power usage by
the air compressor is hundreds of kilowatt. However, the energy savings obtained by
just increasing fan speed and not increasing the compressor cycle to extract localized
heat offsets the additional cost. In this way, we can selectively extract localized heat
without much extra cost.

3.3 Problem formulation to minimize cooling energy

We formulate the problem to optimize fan speed (ω∗) and duty cycle of the air com-
pressor (η∗) to minimize the energy consumed by the compressor and fan as follows.

Given (offline): T crac, Tset, Tinit,PAC,ωref,Pref,Mroom,Δ,Cp,ρ(),

COP(),Kω,NC,NR,NE

Given (online): he
ij , Tout, T

room

Find: ω∗, η∗

Minimize: ETotal = ECompressor + Efan = PAC · η · Δ + Pref · ω3

ω3
ref

Subject To:

ΔI =
∫ t0+Δ

t0

H dt − Qon − Qoff = Mroom · Cp · (Tset − Tinit
); (20)

H =
NC∑
i=1

NR∑
j=1

NE∑
e=1

he
ij ; (21)

Qon = ρ · Kω · Cp · (Tout − T crac) · η · Δ; (22)

Qoff = ρ · Kω · Cp · (Tout − T room) · η · (1 − Δ). (23)

Constraint (20) forces the heat imbalance “I” to be equal to the amount of heat to
adjust the temperature to the set point from the initial temperature, so that the server
room temperature remains in equilibrium with the set point. By using this constraint
and on-line and off-line parameters obtained from the datacenter, the fan speed ω and
compressor cycle η can be optimized. If the amount of heat generated is the same
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as the amount of heat extracted, then there is no heat unbalance and the tempera-
ture stays in the equilibrium point. Equation (21) shows the heat generated from each
component of the server blade. Equation (22) shows heat extraction when the com-
pressor is turned on, and (23) shows heat extraction when the compressor is turned
off.

4 Proposed solution

In this section, we propose our proactive approach model and later we describe the
reactive approach. The proactive approach keeps the return temperature or internal
blade-temperature in a safe operating range by jointly optimizing the duty cycle of
air compressor and the CRAC fan speed before the rack/enclosures are heated using
knowledge of the workload. The reactive approach is based on a feedback mecha-
nism, in which the external temperature is adjusted back to a safe operating range
when the heat generated by the rack/enclosures causes heat imbalance leading the
external temperature to rise above a certain safe operating threshold temperature.

4.1 Proactive approach

The proactive approach solves the problem at grass-root level. It is based on tempera-
ture change due to the heat imbalance between the heat generated and heat extracted.
This proactive approach is quantitative in nature as it measures/estimates the heat im-
balance. Conversely, compared to a proactive approach, a reactive approach is only
qualitative in nature as it reacts to the changes in temperature. Using an analogy with
kinematics in physics, we can say that a proactive approach is analogous to deter-
mining the final position of an object by measuring its velocity instead of the position
itself.

The effectiveness of a proactive approach is based on having comprehensive
knowledge about the behavior of the workload running and its utilization of the sub-
systems in a blade. Knowing the subsystem usage pattern of the workload that is
expected to run in advance and knowing the specifications of the subsystems by the
application/workload layer (Fig. 6), the heat dissipated by each of the subsystems can
be estimated. The subsystem usage pattern is obtained by observing the subsystem
usage behavior of the selected workload over a certain period of time. The historical
data obtained is used to generate workload patterns as shown in Fig. 7. These patterns
can be used to estimate the power utilized and, in turn, the heat generated from the
subsystems. Estimating the heat generated by subsystems and knowing the heat ex-
tracted by the cooling system, i.e., the heat imbalance, the temperature rise at a blade
can be estimated. Based on this predicted temperature rise, the external temperature
can be adjusted accordingly in order to maintain the internal temperature under safe
operating threshold by the Environment/Physical Layer, as in the schematic in Fig. 6.

Based upon the subsystem usage pattern of the workload provided by the Applica-
tion/Workload Layer, we propose two solutions; (i) proactive approach using single
fan, and (ii) proactive approach using multiple fans. Single fan approach uses one
fan for the CRAC unit; however, single fan approach could be too global to adjust
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Fig. 6 Proactive approach

Fig. 7 FFTW benchmark subsystem usage profile showing processor, I/O subsystem, memory subsystem,
and the NIC usage

local temperatures since only few estimations of overheating can trigger the entire
CRAC unit to operate. This inefficiency may be reduced by the use of multiple fans
assigned one for each aisle. For example, if the number of jobs assigned in a certain
aisle is more than other aisles, we can optimize the fan speed based on the workload
type and pattern. Since the energy needed for adjusting fan speed is much lower than
the energy needed for adjusting the duty cycle of air compressor, we can reduce the
energy consumption.
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We obtain the historic subsystem usage data for some standard HPC benchmark
workloads like, FFTW, HPL, NAS-benchmarks, from our test server to observe their
subsystem usage pattern. The data in Fig. 7 shows the subsystem usage pattern of
the FFT workload for CPU, I/O subsystem, storage device, and NIC utilization with
respect to time in four subplots. Each subplot represents the magnitude of usage of
a subsystem with respect to time. CPU usage is represented as percentage usage per
second, I/O and storage usage is represented in the units of input/output instances or
read/write instances per unit time, and the NIC usage is represented in units of data
bytes exchanged per unit time using the TCP protocol. The subsystem usage pattern
of the workload provides us with the information about the time instances at which
each subsystem is utilized and when it is idle. From the pattern in Fig. 7, we can
estimate the power utilized by the subsystems and, in turn, the heat generated. The
subsystem usage patterns are the back bone for estimating the heat generated at the
blade level.

Combining the power dissipated as heat at the CPU and other subsystems, the
total power dissipation of the blade is estimated. All the subsystems are composed
of semiconductor devices, hence we calculate the leakage power dissipated as heat
from the formulas given in [5]. This is an approximate estimate as modeling the exact
amount of heat dissipated is complicated and not absolutely necessary. In the model,
we are interested in estimating the maximum heat that can be generated at any of the
subsystems at any time instant based on the workload pattern. Hence, we assume it
is safe to use the leakage power formulas presented in [5].

The leakage power Pleakage for a semiconductor chip as given in [5] is

Pleakage = Wavg · Ileak · Ntrans · Vdd, (24)

where Wavg is the average size of the transistor at the input gate, Ileak is the leakage
current per unit width, Ntrans is the total number of transistors in “on” state, Vdd is the
input voltage. In (24), Ntrans is dependent on the device usage, which is obtained from
the workload pattern, all the remaining parameters are obtained from the technical
specifications of the motherboard and individual IC datasheets. Hence, (24) provides
us with the direct relation between the subsystem utilization and heat dissipation.
Also, some of the subsystems like the CPU have multiple sleep states also known
as C-states and the value of Ntrans varies depending on the power state in use, while
other subsystems may have only two states, i.e., “on” and “off.”

The test server is configured to have the following specific configuration: (1) Ad-
vanced Configuration and Power Interface (ACPI) is enabled, and (2) processor dy-
namic frequency scaling is enabled. Since ACPI is enabled, the CPU can transition to
multiple C-states, with C0 being the most power utilizing state or an active state, and
Cn being the least power utilizing state or a deep sleep state [1]. Other subsystems,
i.e., I/O subsystem, memory and storage devices, and the NIC, do not have any oper-
ating system based power management enabled, and hence have only two states with
D0 being the “on” state (or most power utilizing state) and Dn being the “sleep” state
(or least power utilizing state). With dynamic frequency scaling enabled, the CPU can
transition to various predetermined frequency levels also known as P-states. Because
the CPU has multiple sleep and power states, we calculate its power separately from
other subsystems.
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Power utilization of the processor in C0 is a function of P-states or the frequency
at which the processor is running. The power utilization of the processor is calculated
as

P cpu = P
cpu
C0

+ · · · + P
cpu
Cn

, (25)

where P
cpu
C0

is given as

P
cpu
C0

=
k∑

j=0

PPj
, (26)

where PPj
[W] is the power utilized in the P-state j assuming processor has k P-

states. P-states are not relevant for sleep states (C-states other than C0) as processor
is inactive in them. Hence, the power utilized in C-states other than C0 is given as
P

cpu
Cn

[W], where “n” is the C-state depth. The power utilized by other subsystems,
i.e., I/O subsystem, storage devices, and the NIC, is given by

P sub = P sub
S0

+ P sub
Sidle

, (27)

where P sub [W] is the total power utilized by the subsystem and P sub
S0

[W] is the

power utilized when the subsystem is in use or “on” sate and P sub
Sidle

[W] is the power
consumed when the subsystem is idle or in “sleep” state.

The percentage of power dissipated as heat αcpu,sub [%] is given by,

αcpu,sub = P
cpu,sub
leakage

P cpu,sub
× 100, (28)

where P cpu,sub is the total power utilized by the CPU and subsystems, and P
cpu,sub
leakage

is the leakage power for the CPU and subsystem calculated from (24).
Total Heat generated he

ij [J] by the processor and subsystems in blade, over the

time tcpu,sub is given by

h = P cpu,sub · αcpu,sub
d · tcpu,sub. (29)

From (29), we observe that he
ij is directly proportional to the product of power utilized

by the processor and subsystems P cpu,sub and the time tcpu,sub when the processor and
subsystems are “on.”

4.2 Reactive approach

The reactive approach is based on measuring the change in temperature and accord-
ingly adjusting the duty cycle and fan speed of the CRAC unit in Fig. 8. Reactive
approach based models can be implemented in two ways depending on where the
temperature change is measured: (i) by measuring the change in return temperature,
and (ii) by measuring the change in internal temperature at each blade. There are
advantages and disadvantages for both approaches. Since the former approach uses
only the return air temperature, it is simple to adjust the controller. However, it could
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Fig. 8 Reactive approach

have a substantial delay depending on how fast the room air is circulated and how big
the machine room size is.

The advantages of the reactive approach is that we are directly observing the tem-
perature at the place where we want to control the temperature. If the temperature
of any blade rises up to the critical point that can damage the hardware components,
air conditioning system reacts to cool down the system. Controller can react faster
in this approach than the former one because the source of the problem is close to
the air conditioning system, but it still has delay and cooling can be more expensive
as only a few overheated machines can trigger an entire cooling system. Moreover,
it increases the complexity of the control and communication mechanism and this
approach measures the change in temperature but does not measure the quantitative
heat generated. Hence, this approach is inefficient compared to proactive approach.

The reactive approach takes corrective actions after the temperature has crossed
a threshold temperature THhigh,low. One possible action is to increase the fan speed,
which leads to increase the flow of the air and extract more heat from the blades. As
the heat extracted depends on the inlet temperature, if the temperature of the room is
not low enough to cool down the machine this action is not affective. Another possible
action is to increase the compressor duty cycle so to lower the temperature of the air.
Within the reactive approach, however, a fine balance between these two actions as
well as the optimal tuning of the parameters controlling them are not possible as
quantitative relations between causes and effects are missing. For this reason, we
proposed the proactive approach, whose performance is provided in the following
section.

5 Performance evaluation

In this section, we analyze the performance of the models developed in this work.
The simulations are built using MATLAB�. The nonlinear optimization problem
in Sect. 3.3 is solved using the fmincon solver in the Optimization Toolbox of
MATLAB�. In Sect. 5.2, we analyze the proactive approach based mathematical
model using the chosen benchmarks and compare the results with that of the reactive
approach. The proactive approach using multiple fans is also simulated. In Sect. 5.3,
we compare the energy consumption and the risk of overheating for both reactive and
proactive approaches.
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Table 2 List of benchmarks used

Benchmark Name Benchmarks Type

FFTW Computing discrete Fourier Transforms (Intensive)

NAS-SP Benchmark from the NASA Parallel Benchmarks (NPB) family (Benchmark)

HPL Linpack Solves a linear system on distributed-memory computer (Compute)

Table 3 Input variables for the simulation

Input

Maximum airflow from the CRAC 18000 m3/h

Supply-temperature from the CRAC 17◦C

Number of blades 1260

Number of enclosures 90

Number of racks 30

Number of perforated tiles 15

Size of a perforated tile (Atile) 1 m2

Mass of the air in the datacenter 220.5 kg

Maximum fan flow 5 m3/s

Set point 22◦C

threshold for the risk condition 70◦C

Heat generation model HPL Linpack, FFTW, NAS-SP

Scheduling algorithm Random load balancing, Sequential load balancing

Table 2 shows the benchmarks used to validate the model. The chosen workload
benchmarks are compute intensive and generate substantial amount of heat. Most of
the workloads that run in high performance clusters and the datacenters are compute
intensive, and are comparable to the chosen workload benchmarks. Using the chosen
benchmarks and input variables in Table 3, we simulate the thermal behavior of a
datacenter and the “heat imbalance (Q).” We used two types of scheduling algorithms
for simulations: (i) random load balancing and (ii) sequential load balancing. Random
load balancing selects random blades and assigns workloads, whereas sequential load
balancing selects sequential blades that are closely located and assigns workloads
accordingly.

The chosen benchmark workloads were run and profiled on our test server. Their
processor, I/O subsystem, memory subsystem, and NIC usage with respect to time
were measured using custom scripts. We obtained the time for which each subsystem
was “on” from the profiling data, and from the data sheet we know the power utilized
by the subsystems and also the power dissipated. With this information, we derived
the heat dissipated per unit time based on this profile data.

5.1 Reactive approach

In reactive approach, either the “duty cycle of a compressor (η)” or “fan speed of
the CRAC (ω)” can be changed based upon the user specifications. We choose the
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Fig. 9 Reactive Approach: Compressor cycle change vs. returning temperature of the CRAC; Positive
heat imbalance creates “risk of overheating” and negative heat imbalance shows “excessive cooling” when
fan speed ω is fixed as 5 m3/s

Fig. 10 Reactive Approach: Fan speed change vs. returning temperature of the CRAC; “risk of over-
heating” still exist even if the CRAC fan speed increases. Duty cycle of the air compressor η is fixed as
0.6

set point to react based on the temperature recommended in [2], which ranges from
64.4°F (18°C) to 80.6°F (27°C). We change the fan speed or duty cycle of the com-
pressor to adjust temperature to the set point as shown in Figs. 9 and 10. Since con-
troller does not have knowledge about how much heat will be generated in the future,
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Fig. 11 Temperature variations for FFTW, NAS-SP and HPL workloads

it can only adjust fan speed or duty cycle based on the temperature variations in this
approach.

The reactive approach takes a corrective action after the temperature has crossed
a set point temperature. Note that this set point temperature can be different based on
the response time of the control system used. As a reaction, duty cycle of the com-
pressor can vary based on the changes in returning air temperature as shown in Fig. 9.
If returning temperature increases above the set point, then the controller increases
duty cycle of the compressor accordingly to extract more heat and hence lower the
temperature. Fan speed is fixed at its maximum value which is 5 m3/s. However,
the “risk of overheating,” which refers to the amount of heat that can damage inter-
nal components, exists because of the noninstantaneous cooling effect on the blades.
Also, because of the delayed reaction of the cooling system, excessive amount of heat
may be extracted (excessive cooling) bringing the temperature below the guide line.

Changing the fan speed to adjust the temperature is the alternative way to control
the temperature in reactive approach. Figure 10 shows CRAC fan speed control and
corresponding returning temperature when compressor cycle is fixed at 0.6 to show
the effect of fan in this case. Fan speed is controlled by the controller as the temper-
ature increases above the set point or decreases below the set point, but the “risk of
overheating” and “excessive cooling” still exists because of the delay.

We observed the temperature variations for different workloads such as FFTW,
NAS-SP, and HPL. From Fig. 11, we see that the temperature change for different
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Fig. 12 Temperature variations based on the time delay which is dependent on the distance of the blade
from the CRAC unit

workload is different. From this, we infer that the temperature variation is dependent
on the workload and each one of them has a different heat pattern. In Fig. 11, it is
easy to control the temperature for FFTW workload as it generates less heat compare
to the other two. In the case of HPL, it is difficult to control the temperature because
it generates more heat and the temperature rises quickly above the recommended
temperature range.

In Fig. 12, we show the temperature variations based on the time delay which is
dependent on the distance of the blade from the CRAC unit. As the heat propagation
is dependent on the distance of the heat sensors from the source of the heat generation,
there is a delay in detection of the rise in temperature at the CRAC unit. Hence, there
is a delay in the response of the CRAC unit to control the temperature at the source
of heat generation. In Fig. 12, we see that higher the delay, more is the chance of
temperature rising above recommended temperature range.

5.2 Proactive approach

In proactive approach, “duty cycle of a compressor (η)” or “fan speed of the CRAC
(ω)” can be jointly optimized upon the heat estimation model provided in Sect. 4.
Optimization problem is solved every 50 s, which is time window size of air com-
pressor duty cycle (TON + TOFF) to adjust η and ω. This model is evaluated for the
three chosen benchmarks. Proactive approach is intrinsically predictive in nature as
it estimates the heat that will be generated in the future and adjusts CRAC unit ac-
cordingly. This way, we can prevent “risk of overheating” and “excessive cooling” by
eliminating the delay in cooling action. In Fig. 13, we plot the percentage of server
blade utilization with respect to time. It provides us the information about the work-
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Fig. 13 Utilization rate of server blades [%]

Fig. 14 Temperature variation of datacenter, FFTW workload, Random load balancing for the job distri-
bution (a) Reactive approach; (b) Proactive approach

load intensity at a particular time instance. This server utilization rate is same for all
the other workload simulations.

Figures 14(a) and 14(b) show the temperature changes based on FFTW work-
load subsystem usage profile. Workloads are assigned to the blades by random load
balancing algorithm. Compressor cycle in reactive approach in Fig. 14(a) decreases
when the temperature crosses the set point. This workload shows moderate tempera-
ture change because this workload does not generate much heat compared to the other
two workloads. In this case, “excessive cooling” appears due to noninstantaneous ac-
tion of air conditioning system. Figure 14(b) shows that temperature remains around
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Fig. 15 Temperature variation of datacenter, NAS-SP workload, Random load balancing for the job dis-
tribution (a) Reactive approach; (b) Proactive approach

the “set point,” and in turn saves energy by optimizing fan speed and compressor
cycle. Energy consumption is compared in Sect. 5.3.

Figures 15(a) and 15(b) show the temperature change based on NAS-SP workload
subsystem usage profile. In Fig. 15(a), we observe a periodic “risk of overheating”
during the time of simulation due to delay in cooling. This approach causes almost
a 10-second delay because of the distance of the blade from the CRAC unit. On
the contrary, proactive approach estimates the heat to be generated, and optimizes
fan speed and compressor cycle based on the estimation by the model proposed in
Sect. 4. Figure 15(b) shows that temperature varies mostly within the recommended
temperature range.

Figures 16(a) and 16(b) show the temperature change based on HPL-Linpack
workload subsystem usage profile that has a highest heat generation among the three
benchmarks. Since reactive approach (Fig. 16(a)) does not have any knowledge about
the workload, the controller increases the compressor cycle and fan speed according
to increase in temperature. A high “risk of overheating” appears between 250 to 350
seconds because heat imbalance (Q) is positive and very high. The compressor is too
slow to react to the temperature rise because HPL generates more heat as compared
to other workloads. Also, from Fig. 13, we see that the highest blades utilization oc-
curs in this same period of time. Due to this, there is extreme load on the CRAC, and
hence the slow reaction. On the contrary, proactive approach optimizes fan speed and
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Fig. 16 Temperature variation of datacenter, HPL Linpack workload, Random load balancing for the job
distribution (a) Reactive approach; (b) Proactive approach

compressor cycle based on the estimation of heat to be generated. Figure 16(b) shows
that temperature varies mostly within the recommended temperature range.

The heat generation in a datacenter is dependent on workload distribution, with
uneven distribution of the workload there is uneven heat generation. With a global
control system and a single fan, we cannot partially extract the heat. Ideally one fan
can extract the same amount of heat from each blade, but cannot extract heat from a
selected blade, enclosure or a rack. Moreover, selective cooling using multiple fans
is needed for an intensive workload since, it can causes a high heat imbalance and
isolated hot spots. A selective air conditioning system control using multiple fans
(one per “corridor” j) is an energy efficient alternative, since we increase the fan
speed only when needed depending on uneven heat generation.

5.3 Energy consumption and overheating risk

We estimate the “energy consumption” for cooling systems and the “risk” of over-
heating for the hardware components, which is the input to both reactive approach
and proactive approach models. Energy consumption is the sum of energy consumed
by the fan and the air compressor during the time for which the simulation runs. The
energy is represented in the units of “kWh,” which can be directly converted into kJ,
multiplying by a factor of 3600. “Risk” refers to percentage of overheating risk of
the hardware components, calculated by averaging the percentage of blades over the
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threshold which is set as 70° Celsius in this simulation. In this way, we can show
what percentage of blades are under the state of overheating risk in a datacenter.

Tables 4 and 5 show the results for random load balancing and sequential load
balancing, respectively. Simulations are performed by using parameters in Table 3.
Table 5 shows lower energy consumption than Table 4 because in Table 4 workloads
are evenly distributed in an orderly manner so that the heat generation is uniform.

We compare the proactive and reactive approach based on their energy consump-
tion and “risk” factor. In reactive approach, using return temperature (global tem-
perature measurement) for activating CRAC unit shows lower energy consumption
than using internal temperature (local temperature measurement) because it only uses
mixed returning air temperature that averages heat imbalance of all the blades in a
datacenter. However, using the internal temperature of the blade activates CRAC unit
whenever the temperature at any blade crosses threshold, and therefore prevents the
“risk” of overheating, but while avoiding this risk consumes more energy compared
to the approach that uses return temperature (global temperature measurement).

The proactive approach does not have big “risk” compared to the reactive approach
since the controller can quantify and extract heat before it creates heat imbalance.
However, the proactive approach is inherently based on localized estimation of heat
generated at each blade and hence, it consumes more energy compare to the reactive
approach using single fan in Tables 4 and 5.

In proactive approach, using multiple fans consumes less energy than using sin-
gle fan or reactive approach. Even though multiple fans require additional power to
operate which is few kilowatts, they can adjust the airflows to different aisles and se-
lectively extract heat that causes the ‘risk’ of overheating efficiently. Since proactive
approach is by default based on localized estimation, multiple fans help remove this
heat in a localized manner, which results in increase in the energy efficiency. Dif-
ference in energy consumption between using multiple fans and single fan is more
apparent in sequential load balancing in Table 5. Using multiple fans (Fig. 17(b))
achieves lower energy consumption than using single fan (Fig. 17(a)), showing that
temperature changes in lower range using lower compressor duty cycle.

6 Conclusions and future work

In this paper, we proposed a proactive approach based optimization model for cool-
ing systems of the datacenters. The proactive approach is based on having advanced
knowledge of the workload behavior and taking an appropriate action before the heat
imbalance affects the temperature. When we compared the proactive approach with
the reactive approach, reactive approach was found to have many disadvantages such
as delayed response, high risk of over heating, excessive cooling, and recursive cy-
cling. Proactive approach proposed in this paper overcomes these disadvantages of
the reactive approach. Proactive approach cools the system before temperature rises
and prevents any occurrence of “risk of overheating” and also prevents “excessive
cooling” as the heat imbalance is estimated based on the knowledge of subsystem
usage and the workloads. For it to be effective there is a need for multiples fans under
each plenum for each aisle or each corridor, which is possible with minimal or no
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Fig. 17 Temperature variation of the datacenter, NAS-SP workload, Random load balancing for the job
distribution (a) Proactive approach with single fan; (b) Proactive approach with multiple fan

changes to the designs of the existing datacenters. Multiple fans help in effectively
controlling hot spots occurring in different locations, which cannot be eliminated by
the current single fan cooling systems even by using proactive approach. The use of
multiple fans in the proactive approach to control the cooling system saves approx-
imately 4% to 10% of the energy required for cooling, depending on the workload
and scheduling algorithms implemented.

Proactive approach suggested in this paper can be optimized if it is implemented
with supporting infrastructures such as external temperature and humidity sensors
and airflow meters that are crucial in obtaining inlet and outlet temperatures, humid-
ity and airflow for accurate air circulation modeling in (8). Thermal cameras could
be another option to micro-managing heat imbalance and hot spots. Thermal cam-
eras can be used to detect, characterize, localize, and track hot spots causing heat
imbalances. Future work involves implementing proactive approach using this in-
frastructure and analyzing the improvement in the performance obtained.
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