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ABSTRACT
Current radio access network architec-

tures, characterized by a static configuration 
and deployment of base stations, have exposed 
their limitations in handling the temporal and 
geographical fluctuations of capacity demand. 
Moreover, small cell networks have exacerbat-
ed the problem of electromagnetic interference 
and decreased the energy efficiency. Although 
there are some solutions to alleviate these prob-
lems, they still suffer from static provisioning of 
BSs and lack of inter-BS communication. Cloud 
RAN is a new centralized paradigm based on 
virtualization technology that has emerged as a 
promising architecture and efficiently address-
es such problems. C-RAN provides high energy 
efficiency together with gigabit-per-second data 
rates across software defined wireless networks. 
In this article, novel reconfigurable solutions 
based on C-RAN are proposed in order to adapt 
dynamically and efficiently to the fluctuations in 
per-user capacity demand. Co-location models 
for provisioning and allocation of virtual base 
stations are introduced, and pros and cons of 
different VBS architectures are studied. Also, 
the potential advantages of VBS clustering and 
consolidation to support recently proposed coop-
erative techniques like cooperative multipoint 
processing are discussed.

INTRODUCTION
Over the last few years, the proliferation of per-
sonal mobile computing devices like tablets and 
smartphones, along with a plethora of data-in-
tensive mobile applications, has resulted in a tre-
mendous increase in demand for ubiquitous and 
high data rate wireless communications. The cur-
rent practice to enhance data rate is to increase 
the number of base stations (BSs) and go for 
smaller cells to increase the band reuse factor. 
However, additional deployment and mainte-
nance of a large number of BSs bring high inef-
ficiencies due to excessive capital and operating 
expenditures. It has also been found that increas-
ing the BS density or the number of transmit 
antennae will decrease energy efficiency (EE) 
due to the exacerbation of the electromagnetic 
interference problem and of the cooling require-
ments of cell site equipment [1].

On the other hand, the spatial distribution of 

users and the demand for capacity vary depend-
ing on the time of the day and week (the so-called 
tidal effect). In traditional cellular networks, each 
BS’s spectral and processing resources are only 
used by the active users associated with that BS, 
causing idle BSs in some areas/times and over-
subscribed BSs in others. The use of small cells 
is quite efficient in terms of power consumption 
as well as the utilization of spectral and pro-
cessing resources when the capacity demand is 
high and evenly distributed in space. However, 
it becomes less so when the data traffic is low 
and/or uneven due to static resource provisioning 
and fixed power consumption. In this article, we 
discuss how the centralization of baseband units 
(BBUs), together with enabling virtualization of 
BSs while leveraging the paradigm of software 
defined wireless networking (SDWN), can be an 
effective way to address these challenges.

Cloud radio access network (C-RAN) is a new 
architecture for cellular networks where the BSs’ 
computational resources are pooled in a central 
location; its main characteristics are:
• Centralized management of computing 

resources.
• Reconfigurability of spectrum resources.
• Collaborative communications.
• Real-time cloud computing on generic plat-

forms.
C-RAN consists of three main parts:
1. Remote radio heads (RRHs) plus antennae, 

which are located at the remote site and are 
controlled by virtual BSs (VBSs) housed in 
centralized processing pools.

2. The BBU (VBS pool) composed of high-
speed programmable processors and real-
time virtualization technology to carry out 
the digital processing tasks.

3. Low-latency high-bandwidth optical fibers, 
which connect the RRHs to the VBS pool.

The communication functionalities of the 
VBSs are implemented (in software) on virtual 
machines (VMs) hosted over general-purpose 
computing servers that are housed in one or more 
racks of a small cloud data center. In a centralized 
VBS pool, as all the information from the BSs is 
resident in a common place, BSs can exchange 
control data at gigabit-per-second speed.

In this article, we propose a novel elas-
tic resource utilization framework in which the 
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VBS size, RRH density, and transmit power can 
be dynamically changed to meet fluctuations in 
per-user capacity demand. This elasticity brings 
signifi cant improvement in user quality of service 
(QoS) as well as efficiency in energy and com-
puting resource utilization within the C-RAN 
paradigm. Our solution includes a proactive and 
a reactive component: the former anticipates 
the fluctuation in per-user capacity demand 
and provisions the VBSs in advance for a cer-
tain (limited) horizon; the latter monitors the 
VM utilization and triggers over- or underprovi-
sioning alerts when there is a mismatch between 
the expected resource utilization and the actu-
al observation. We explore innovative models 
for VBSs that capture the effect of computing 
resource contention (CPU, memory, network 
interface) among co-located VBSs in racks or 
servers in the data center. We discuss pros and 
cons of different architectures ranging from the 
traditional all-in-one VBSs (like legacy BSs) to 
split PHY- and medium access control VBSs 
(MAC-VBSs), which is more suited to exploit 
specific hardware characteristics, minimize 
computing resource contention, and maximize 
resource utilization. We also present the novel 
idea of a VBS-Cluster, in which we merge VBSs 
serving a cluster into a unit VBS-Cluster while 
the RRHs’ antennae in each cluster act as a sin-
gle coherent antenna array distributed over a 
cluster region, and discuss its advantages.

The rest of this article is organized as follows. 
We present the state of the art; we describe the 
idea of elastic VBS and explain the proposed 
resource provisioning and allocation models; we 
introduce the VBS-Cluster idea, and explore 
some advantages that can be achieved through 
the cooperation of VBSs within a cluster; and 
fi nally, we draw our conclusions.

STATE OF THE ART
Centralized management of computing resourc-
es (i.e., BS pooling) renders information global, 
and hence enables cooperative communication 
techniques at the MAC and PHY layers that 
were previously not implementable due to the 
strict throughput/latency inter-BS coordination 
requirements. Examples of MAC- and PHY-layer 
enhancements include joint flow scheduling and 
load balancing, collaborative spatial multiplex-
ing, interference alignment and cancellation, and 
advanced mobility management. Although work 
has been done on the aforementioned cooperative 
communication techniques that can benefi t from 
the C-RAN characteristics, research on enabling 
technologies for C-RAN itself is at a nascent 
stage, so there are only a few works in this area.

In [2], a partitioning and scheduling frame-
work is proposed that is able to reduce the com-
pute resources by 19 percent. In [3], the authors 
present a solution for small cells that reconfig-
ures the fronthaul based on network feedback 
to maximize the amount of traffi c demand. The 
authors of [4] propose the concept of cell zoom-
ing, where the cell size is adaptively adjusted 
according to traffi c load, user requirements, and 
channel conditions. The authors of [5] introduce 
a reconfi gurable backhaul scheme to allow for a 
flexible mapping between the BBUs and radio 
access units (RAUs); through real-world exper-

iments, they show that their proposed solution 
improves RAN performance and decreases ener-
gy consumption. In [6], the authors propose a 
cross-layer resource allocation model in which 
they optimize the set of selected RRHs and 
the beamforming strategies at the active RRHs 
in order to minimize the overall system power 
consumption. In [7], the authors explore the 
trade-off between full centralization and decen-
tralization of BBUs, and provide an overview of 
the challenges for fi fth generation (5G) networks 
and why cloud technology will be a key enabler 
for such networks. In [8], the authors propose 
low-complexity three-stage group-sparse beam-
forming algorithms to minimize the network 
power consumption in C-RAN. The authors of 
[9] consider the coordinated transmission prob-
lem to minimize the downlink power in C-RAN; 
in order to serve each user, they determine a 
set of RRHs and the precoding vectors for the 
RRHs to minimize the total transmission power 
subject to the fronthaul capacity constraint.

In contrast to prior works on C-RAN, we pro-
pose the idea of elastic VBSs and dynamic RRH 
density that adapt to the fluctuations in capac-
ity demand on the fly through demand-aware 
dynamic VM provisioning and allocation. More-
over, we introduce the notion of VBS-Cluster, 
and propose innovative techniques where clus-
tering, consolidating, and cooperation of VBSs 
improve the overall system performance.

DEMAND-AWARE PROVISIONING
The number of active users at different loca-
tions varies depending on the time of day and 
week. This movement of mobile network load is 
referred to as the tidal effect. Today, each BS’s 
spectral and computing resources are only used 
by the active users in that BS’s cell. Deploying 
small cells for peak traffi c (i.e., for the worst case) 
leads to grossly underutilized BSs in some areas/
at some times and is highly energy ineffi cient; con-
versely, deploying for the average traffic leads to 

Figure 1. Cloud radio access network architecture, 
where the base stations are physically unbun-
dled into virtual base stations and remote 
radio heads. Virtual base stations are housed 
in centralized processing pools and can com-
municate with each other at gigabit-per-second 
speeds.
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oversubscribed BSs in some other areas/at other 
times. On the other hand, since traffic changes 
over time, there is no fixed cell size and transmis-
sion power that optimize the energy consumption; 
consequently, these system parameters can only 
be optimized for a fixed user density. Conversely, 
we propose a dynamic provisioning approach, at 
both the VBS and RRH sides, aimed at increas-
ing the resource utilization and energy efficiency 
while providing a high level of QoS. As shown in 
Fig. 2, we cluster the neighboring RRHs and their 
corresponding VBSs, and change the density of 
active RRH and VBS size based on user density. 
Below we review the key features of our demand-
aware provisioning approach.

Dynamic VBS resource provisioning: We advo-
cate demand-aware resource provisioning in which 
VBSs are dynamically resized to meet the fluctu-
ating traffic demand in the cellular network. As 
shown in Fig. 2a, during working hours, VBS-Clus-
ter #2 will be provisioned with more comput-
ing resources compared to the ones serving a 
residential area (VBS-Cluster #3) or a stadium 
(VBS-Cluster #1). However, at night (Fig. 2b), the 
VBSs serving the stadium (e.g., on a game night) 
or a residential area will be provisioned with more 
resources than the ones downtown in order to meet 
the change in demand (VM resizing).

Size of a VM: All or some of the communica-
tion functionalities of a VBS (e.g., PHY, MAC, 
packet processing) are implemented in a VM. 
In order to achieve demand-aware dynamic VM 
provisioning, we introduce the notion of size of 
a VM, which is represented in terms of its pro-
cessing power [CPU cycles per second], mem-
ory and storage capacity [bytes], and network 
interface speed [bits per second]. It primarily 
depends on the number of mobile users and type 
of data traffic (per-user capacity requirements) 
as well as on the computational complexity and 

memory footprint of the signal processing algo-
rithms at the PHY layer, and the scheduling and 
frame processing algorithms at the MAC layer. 
In addition, the complexity of communication 
algorithms (e.g., the ones for inter-cell interfer-
ence mitigation among densely deployed BSs in 
high-capacity RANs) may also affect the size of 
VMs. Therefore, to perform dynamic resource 
provisioning, a clear mapping from the number 
and type of mobile data users to the size of the 
VMs needs to be created. Hardware provisioning 
for VBSs must be such that the frame processing 
time be less than the frame deadline.

Known pattern vs. time-series prediction: 
Our solution for dynamic provisioning (or repro-
visioning) of VBS resources to handle traffic 
fluctuations is composed of a proactive and a 
reactive component; in the former, the fluctua-
tion in per-user capacity demand is predicted, 
and the computational resources are provisioned 
in advance for a limited time horizon. This antic-
ipation is a result of knowledge of known patterns 
(e.g., day and night, weekdays and weekends, 
holidays, game schedules, etc.) or predictions 
based on advanced time-series analysis of his-
torical traffic traces from the immediate as well 
as distant past. Once estimates of the number 
and combinations of different types of mobile 
data traffic are available, one just has to look up 
the closest profile and decide on the amount of 
resources to be provisioned for the VM.

Prediction uncertainties: Even though the 
proactive component allows for a smooth tran-
sition and greater optimization with respect to 
(w.r.t.) energy expenditure and resource utiliza-
tion in the ensuing VM allocation procedure, it 
falls short in handling uncertainties. Some of the 
causes for uncertainties include unanticipated 
fluctuations in the number of users and per-user 
capacity demands in emergency scenarios aris-

Figure 2. Virtualization in C-RAN allows for dynamic re-provisioning of spectral and computing resources (simplified here using 
different colored rectangles) to VBSs based on traffic demand fluctuation: a) and b) illustrate the movement of mobile network 
load from the downtown office area to the residential and recreational areas over the course of 24 hours, that is, during day and 
night, respectively; a) and b) also depict the corresponding changes in active RRH density and VBS size (note that active/inac-
tive RRHs are identified by different icons, with or without wireless transmission).
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ing out of natural (e.g., hurricanes, tsunamis) or 
man-made (e.g., industrial accidents, transporta-
tion system failures) disasters, unavailability of 
certain profiles, inaccuracies in the generated pro-
files, and mismatch between the generated profiles 
and reality due to hardware performance degra-
dation. For these reasons, the reactive component 
monitors/profiles the CPU/memory/network uti-
lization of the VMs and triggers over- or under-
provisioning alerts when there is a “significant” 
mismatch between the expected resource utilization 
(based on the profile) and the actual observation.

A simple simulation scenario: To demon-
strate the multiplexing processing gain (i.e., the 
increase in the region of feasibility) that can be 
achieved through dynamic resource provision-
ing, we simulated the following simple scenario: 
two BSs, one serving indoor users (or users in 
a downtown area with a large number of obsta-
cles) and another serving outdoor users (say, a 
recreational area in a suburb). At each BS, we 
assume that each user’s traffic belongs to one of 
the three following types with equal probability 
and in increasing order of priority:
• Voice over IP (very low and constant bit 

rate).
• Light browsing (bursty but low data rate).
• Streaming/downloading (high data rate).
We also assume that the cost of serving one user 
of each type at the downtown BS is higher than 
the corresponding cost at the suburb BS (this 
cost takes into account both the computation-
al complexity as well as the memory footprint). 
We define region of feasibility as the total num-
ber of active users served by the BS pool with 
an acceptable blocking probability of 5 percent, 
which is a metric used in the context of voice 
calls. Here, for simplicity, we reuse the term to 
also convey an acceptable level of service deg-
radation in data traffic. Figure 3 shows that 
dynamic resource provisioning (case 3) increases 
the region of feasibility (in terms of number of 
active users) by as much as 50 percent compared 
to the simplest static provisioning case (case 1). 
Note that knowledge of relative spatial distribu-
tion of users among BSs can help improve the 
feasibility region (case 2), but may also result 
in chronic over- and/or underprovisioning when 
the demand fluctuation is high. Greater benefits 
can be obtained when the distribution of users of 
different traffic types is unequal.

Dynamic RRH provisioning: Similar to what 
we mentioned above, deploying small cells (to 
provide enhanced spectrum resources for the 
peak traffic time) will make the network become 
energy inefficient due to the unavoidable ener-
gy costs when the capacity demand is low. For 
instance, circuitry, paging channel, cooling sys-
tem, backhaul, and amplifiers all consume power 
so that even in a non-operational mode, BSs 
would consume a considerable amount of ener-
gy [10]. In traditional cellular networks, the cell 
planning and optimization, mobility handling, 
resource management, signal processing, and 
coverage are all done by each BS uniformly. In 
this case, even if the small cells have no traffic, 
they cannot be turned off [11]. Conversely, by 
decoupling BSs into VBS and RRH, the latter 
would only be responsible for providing spec-
tral resources, and could be dynamically turned 

on and off as needed according to the traffic 
demand. Hence, in order to minimize energy 
consumption, we propose to optimize dynami-
cally the number of active RRHs to adapt to the 
current traffic demand and user spatial distribu-
tion. For instance, as shown in Figs. 2a and 2b, 
due to the higher capacity demand during the 
day in cluster #2 (Fig. 2a), we provision it with 
more active RRHs than at nighttime (Fig. 2b) 
when we have lower capacity demand.

Moreover, to minimize power consumption 
while ensuring a target data rate and user cov-
erage, we need to adapt the transmission power 
of each cluster based on the density of its active 
RRHs. Both coverage and outage probability high-
ly depend on the density and transmit power of the 
RRHs. This means that, given a fixed RRH densi-
ty, we can minimize the transmit power of RRHs 
to target a certain coverage and outage probability. 
Since the RRH density of different clusters changes 
in time based on the capacity demand, we need 
to dynamically optimize the transmission power 
in each cluster. For instance, when the density of 
active RRHs becomes higher, each RRH has only 
a small coverage area, and users can receive accept-
able signal-to-interference-plus-noise ratio (SINR) 
even when a lower output power is transmitted, 
which would save energy.

QOS-AWARE VBS ALLOCATION
Once the VMs holding the VBSs are provisioned, 
they have to be allocated to physical machines 
(PMs), that is, servers in the data center (called the 
centralized BS pool). The VM allocation has to be 
energy-, thermal-, and mobile-user-QoS-aware in 
order to fully realize the potential of C-RAN.

Thermal-aware VM consolidation: We advo-
cate thermal-aware VM consolidation [12] for 
the VM-allocation problem. Thermal aware-
ness, which is the knowledge of heat generation 
and heat extraction at different regions inside a 
data center, is essential to maximize energy and 
cooling efficiency as well as to minimize server 
system failure rates. Thermal-aware VM consoli-
dation has the following three benefits:
1. The energy spent on computation can be 

saved by turning off the unused physical 
servers after VM consolidation.

2. The utilization of servers that are in the 

Figure 3. The benefit of dynamic computing-resource provisioning for VBSs 
at the remote data center: increase in the “region of feasibility” (w.r.t. 
active users).
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“better cooled” areas of the data centers 
(i.e., with high heat extraction) can be maxi-
mized.

3. According to thermodynamics, heat can be 
extracted more effi ciently (i.e., with a lower 
amount of work) by the cooling system from 
the consolidated server racks, which are 
hotter than non-consolidated racks.

In addition, consolidation on servers hosting 
VBSs allows efficient implementation of com-
mon functionalities such as signaling, channel 
state information (CSI) estimation for active 
users in a RAN, as well as for joint processing 
and scheduling techniques, such as ccordinated 
multipoint (CoMP) processing in 4G, for inter-
cell interference mitigation.

Resource contention: Thermal and energy 
awareness alone, however, are insuffi cient for guar-
anteeing high VBS performance and maximizing 
energy and resource utilization effi ciency. As mul-
tiple VMs share the same server resources (e.g., 
CPU, memory [RAM, cache], storage, and network 
interface), the performance of the corresponding 
VBSs in terms of per-user capacity and latency, and 
therefore the QoS of its mobile users, depend on 
the level of contention for the computing resources 
among co-located VMs. To factor in the effect of 
resource contention in VM allocation, we propose 
to classify the VBSs running a specifi c suite of algo-
rithms for MAC- and PHY-layer functionalities 
as CPU-, memory-, and/or network I/O-intensive, 
and to develop co-location models that convey 
the degree of “compatibility” among co-located 
VMs. This way, we can incorporate the knowledge 
derived from co-location models into our VM allo-
cation algorithm, thus making it QoS-aware.

Split-VBS architectures: To improve user 
QoS and resource utilization in C-RANs, we 
can deploy different architectures for VBSs. Fig-
ure 4 shows three possible/competing split-VBS 
architectures in addition to the traditional all-
in-one VBSs in which the software modules for 
PHY and MAC are all implemented in one VM. 
The all-in-one architecture inherits characteris-
tics from legacy BS designs, in which there is a 
one-to-one correspondence between MAC- and 
PHY-layer modules. One of the primary motiva-
tions for this study is that the PHY and MAC layers 
are functionally quite different.

One-to-one: PHY-layer processing requires 
vector execution techniques to accelerate sig-

nal processing, while MAC-layer processing 
requires multithread architecture and network 
accelerators for high-efficiency packet/protocol 
processing. In a data center with heterogeneous 
servers, exemplified as two separate servers in 
Fig. 4a (i.e., PHY server and MAC server), we 
can match the workload of BS-stack components 
with the capabilities of specifi c hardware.

Many-to-one: In general, communication 
between BSs can improve cellular system per-
formance by exploiting the global and shared 
nature of information to make optimal decisions. 
For instance, in BS cooperation schemes, signifi -
cant control information needs to be exchanged 
among neighboring BSs; however, cost, laten-
cy, and scarce interconnect capacity among BSs 
have been major impediments to the implemen-
tation of such schemes. We propose a split-VBS 
architecture, exemplifi ed in Fig. 4b, in which the 
information of the MAC layers can be shared at 
gigabit-per-second speeds, making very-low-la-
tency inter-BS communication possible. As a 
result, faster mobility management, more sophis-
ticated interference suppression, and advanced 
cooperative multiple-input multiple-output 
(MIMO) techniques can be implemented to 
improve the user QoS. Finally, in order to take 
advantage of the heterogeneous processing pool 
as well as the high-speed inter-BS communica-
tion, we propose the architecture in Fig. 4c in 
which the VBS-MACs are merged together, and 
different physical servers are used for PHY- and 
MAC-layer processing.

ADVANTAGES OF VBS CONSOLIDATION
In current distributed cellular systems, BSs can 
barely communicate with each other as the mes-
sages among BSs have to be exchanged through 
costly backhaul links. In C-RAN, as all the 
VBSs are located in a common rack of servers, 
they can exchange data with each other at giga-
bit-per-second speeds. Also, clustering the VBSs 
of the neighboring cells — together with enabling 
the coordination of the VBSs in the cluster — 
can greatly improve the system performance by 
exploiting the extra degrees of freedom, thus 
making optimal decisions. 

We introduce the novel idea of a VBS-Cluster, 
according to which:
• All the VBSs associated with a certain clus-

ter are merged together.

Figure 4. Split-VBS architectures: a) One-to-One mapping between PHY and MAC (different servers); 
b) Many-PHY-to-One-MAC (one server); c) Many-PHY-to-One-MAC (different servers). Note 
that the architectures in (a) and (c) (multi servers) can exploit the heterogeneity in datacenter server 
hardware.
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• The RRHs’ antennae in each cluster act as 
a single coherent antenna array distributed 
over the cluster region.

Figure 5 shows two VBS-Clusters, #1 (on the 
left) and #2 (on the right), where the sizes of 
the clusters are 2 and 3, respectively. Since in 
C-RAN VBSs are implemented on VMs, the 
size of VBS-Clusters (in terms of number of 
VBSs) can also be changed based on the net-
work requirements. In such a case, the serving 
VBS-Cluster sends a CLS-REQ message to the 
target cluster to check whether it is ready to 
change the cluster size. As a response, the target 
cluster sends back a CLS-RSP message to the 
serving cluster to report whether it approves or 
rejects the CLS-REQ. If the decision is to change 
the size, the serving VBS sends a VBS-REQ 
message to the candidate cluster as a request to 
join. At this point, the target cluster acknowledg-
es the VBS-REQ by sending a VBS-ACK to the 
serving VBS, which is finally added to the cluster.

In C-RAN, we are also able to assign each cell 
to different clusters in order for them to cooper-
ate with each other using different techniques. 
As associated VBSs of each cluster need high-
data-rate communication to perform cooperative 
techniques, they have to be allocated to the same 
server to rely on high-speed inter-VBS connec-
tions. Moreover, as the number of active users in 
the cluster determines the size of the VBS-Clus-
ter, resource allocation needs to be performed 
for each cluster. We present here a few scenarios 
where clustering the VBSs to enable cooperation 
improves system performance.

Mobility management: In 4G wireless net-
works, only hard handover (HHO) (in which the 
connection between the serving BS and user is 
terminated before the connection between the 
new BS and the user is started) is defined to sup-
port users’ mobility. As studied in [13], the service 
disruption time caused by HHO can be 250 ms or 
longer, which is intolerable for real-time services 
like voice over IP (VoIP). Note that with small 
cells, users perform handover more frequent-
ly, leading to a decrease in the perceived QoS; 
such degradation of QoS is a consequence of the 
short interruption in communication during HHO 
caused by overhead generated for controlling 
and managing the handover procedure itself. On 
the other hand, soft handover (SHO), which is 
a code-division multiple access (CDMA)-based 
handover scheme, can avoid service disruption 
as a user is actively connected to multiple BSs 
simultaneously. This contrasts with non-CDMA 
systems, in which a user can only be connected 
to one BS at a time. In C-RAN architectures, as 
the VBSs are co-located in a common place and 
can communicate and exchange data as well as 
controlling signals with each other, we are able 
to connect a user to multiple VBSs regardless of 
the modulation/access scheme. This means that 
we are able to use SHO for both non-CDMA and 
CDMA systems. By clustering VBSs, a user is 
actively connected to the associated RRHs as long 
as it remains in a certain cluster; in this case, a 
handover is needed less frequently (i.e., only when 
the user wants/needs to change the VBS-Cluster). 
To support CDMA in the VBS-Cluster, additional 
network resources are used; also, the associated 
VBSs need to perform a time correlation oper-

ation to detect the signal. On the other hand, to 
support a non-CDMA system, VBSs need to know 
the CSI from all the users, and matrix multiplica-
tions need to be performed to detect the signal.

Interference cancellation: In conventional cel-
lular networks, each BS only serves users with-
in its coverage area; thus, transmissions from 
neighboring cells interfere with each other, which 
decreases the SINR and spectral efficiency of cell 
edge users. A popular approach to address such 
interference is to employ CoMP, where neighbor-
ing cells are grouped together into clusters within 
which the BSs are connected to each other via the 
backhaul processing unit (BPU) [14]. In order to 
mitigate intra-cluster interference, the BSs in each 
cluster can perform coordinated beamforming 
and/or joint processing, which lead to improve-
ments in spectral efficiency at the cost, however, 
of higher information exchange overhead among 
the BSs and more complex resource allocation. 
Although CoMP is able to reject the intra-clus-
ter interference, it cannot mitigate the inter-clus-
ter interference; consequently, cluster-edge users 
would still suffer from this type of interference. 
In addition, due to the distributed nature of the 
traditional cellular architecture, the latency and 
scarce interconnection capacity among the BSs 
have restrained the degree of cooperation among 
the BSs and the deployment of CoMP in practice.

These limitations can be overcome in C-RAN, 
where each cell can be associated with different 
clusters, and different clusters can communicate 
with each other at very high speeds. We envi-
sion a system employing CoMP over C-RAN to 
be highly capable of dynamically forming and 
reconfiguring user-centric clusters. In such a 
strategy, each scheduled user is in the center of its 
associated cluster, making it different from tradi-
tional static-clustering approaches where the clus-
ter boundaries are fixed, and each cell belongs to 
one cluster only. This will eliminate cell-edge and 

Figure 5. VBS-Cluster with a many-PHY-to-one-MAC architecture: VBSs 
associated with a cluster are merged together in the VBS-Cluster, and 
RRHs’ antennae in each cluster act as a single coherent antenna array dis-
tributed over the cluster region.
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cluster-edge users, mitigating both inter-cell and 
inter-cluster interference. The result of our work 
[15], shown in Fig. 6, demonstrates that a C-RAN 
system employing dynamic user-centric radio coop-
eration enables more effective beamforming tech-
niques and outperforms traditional systems.

Technical challenges and open research issues: 
BSs have stringent real-time, low-latency, and 
high-performance requirements, to meet which the 
traditional virtualization technique is challenged. 
Specifically, in order to deploy a real-time VBS 
pool, the following requirements need to be met:
• Advanced real-time signal processing algo-

rithms as well as high-performance low-pow-
er computing optimized for wireless signals.

• High-bandwidth, low-latency, low-cost BBU 
interconnection topology among physical 
processing resources in the baseband pool, 
which include the interconnection among 
the chips in a BBU, among the BBUs in a 
physical rack, and across multiple racks in 
the data center.

• Efficient and flexible real-time operating sys-
tems to achieve virtualization of hardware/
resource management as well as dynamic allo-
cation of physical processing resources to each 
VBS. This is needed to ensure latency and 
jitter control at the hardware level to support 
virtualization smoothly and efficiently.

CONCLUSION
We present novel reconfigurable solutions in 
the context of the cloud radio access network, a 
new centralized computing paradigm based on 
virtualization technology that has emerged as a 

promising architecture for broadband wireless 
cellular access. Such solutions adapt dynamical-
ly to fluctuations in per-user capacity demand, 
and offer higher energy efficiency and data rate 
(even in high-mobility scenarios). We advocate 
the need for co-location models for provision-
ing and allocation of VBSs, propose different 
VBS architectures, and discuss their pros and 
cons. Also, we present the advantages of VBS 
clustering, which can enhance energy efficien-
cy and capacity in wireless cellular systems via 
advanced collaborative communication tech-
niques.
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Figure 6. Improvement in downlink weighted sum rate (megabits per sec-
ond) vs. RRH transmission power (dBm) of a C-RAN system employ-
ing dynamic clustering and cooperative beamforming. The competing 
strategies considered are dynamic-RC [15], a user-centric dynamic radio 
cooperation scheme; CVSINR, a user-centric heuristic clustering scheme 
with clustered virtual SINR beamforming; and greedy, a non-overlapping 
clustering scheme with zero-forcing beamforming.
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