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Abstract—To enable underwater applications such as coastal
and tactical surveillance, undersea explorations, and real-time
picture/video acquisition, there is a need to achieve high data-rate
and reliable communications underwater, which translates into
attaining high acoustic channel spectral efficiencies. Interference
alignment (IA), which has been recently proposed for radio-fre-
quency multiple-input–multiple-output (MIMO) terrestrial
communication systems, aims at improving the spectral efficiency
by enabling nodes to transmit data simultaneously at a rate equal
to half of the interference-free channel capacity. The core of IA in
the space domain lies in designing transmit precoding matrices for
each transmitter such that all the interfering signals align at the
receiver along a direction different from that of the desired signal.
While promising, however, there are still challenges to solve for
the practical use of IA underwater, i.e., imperfect acoustic channel
knowledge, high computational complexity, and high communi-
cation delay. In this paper, a feasibility study on the employment
of IA underwater is presented. A novel distributed computing
framework for sharing processing resources in the network so
to parallelize and speed IA algorithms up is proposed; also, such
framework enables “ensemble learning” of various precoding
matrices computed using different (competing) IA algorithms so
to achieve efficient alignment of the interference at the receiver.
The robustness of the IA technique against imperfect acoustic
channel knowledge is also quantified by estimating precoding
matrices based on predicted channel coefficients. Finally, the
performance of an algorithm to predict the underwater acoustic
channel impulse response is presented using real data sets.

Index Terms—Interference cancellation, interference suppres-
sion, underwater acoustics, wireless sensor networks.

I. INTRODUCTION

U NDERWATER acoustic sensor networks (UW–ASNs)
[1] consist of static and mobile sensor nodes deployed

to perform collaborative monitoring tasks over a body of
water. These networks enable oceanographic applications
such as environmental monitoring, offshore exploration, and
video-assisted navigation. Due to propagation limitations of
radio frequency (RF) and optical waves underwater, i.e., high
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medium absorption and scattering, respectively, acoustic com-
munication technology is employed to transfer information
wirelessly between underwater nodes that are more than 100
m apart. However, because of the small bandwidth, limited
to a few tens of kilohertz using current acoustic communica-
tion technology, there is a need to maximize the underwater
spectral efficiency. This is essential to enable high data-rate
reliable multimedia applications such as video/audio stream
transfer, transfer of metadata associated with these streams, and
time-critical monitoring processes.
To support high data-rate wireless terrestrial applications,

multiple-input–multiple-output (MIMO) systems have been
recently proposed. Such systems, which are composed of
nodes endowed with multiple antennas, are able to exploit the
scattering and multipath fading (due to tens of paths) in such
a way as to provide higher spectral efficiencies using the same
transmission output power. The term antennas used here actu-
ally refers to electroacoustic transducers; such term is used only
for establishing a better analogy with MIMO systems in the
terrestrial radio environment. Similarly, the MIMO technology
can take advantage of the rich scattering and heavy multipath
of the underwater acoustic environment (characterized by up
to hundreds of multiple paths) so to increase data transmission
rates and improve link reliability in UW–ASNs [2]. While
still not mature, the promise of this new technology has also
been recognized by the underwater acoustic communication
community in recent years.
To increase the spectral efficiency of multiuser wireless

terrestrial networks, a technique called interference alignment
(IA) has been proposed [3], [4]. This technique enables the
transmitter–receiver pairs (“users”) to transmit data simulta-
neously at a rate equal to half their interference-free channel
capacity. Each receiver receives signal (desired signal) from the
transmitter with which it is communicating and also receives
signal (undesired/interfering signal) from nearby transmitters.
The goal of IA is to design transmit signals for all users
(transmitter–receiver pairs) in such a way that the undesired
signals at each receiver fall in the same subspace and that
subspace of undesired signal are linearly independent of the
subspace of the desired signal after decoding (and, therefore,
are easily suppressible). The receiver then applies an interfer-
ence-suppression filter to project the desired signal onto the
interference-free dimension of the network.
While IA is a very promising technique to increase the net-

work capacity, there are a few research challenges to solve for its
practical use underwater, namely, the assumption of “perfect”
channel knowledge, the high computational complexity of IA
algorithms, the extremely large propagation delay of acoustic
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Fig. 1. (a) Topology 1: An UW–ASN with users (i.e., 3 Tx–Rx pairs) with (i.e., two antennas on each node). For a clear visualization,
we have shown the Bellhop channel profile in shallow water (maximum depth of 100 m, range up to 1 km) associated only with Tx3. The transmission loss of the
channel is given in decibels. Here, we used the linearly decreasing sound-speed profile (right subfigure) with the depth being the same as in the left subfigure. (b)
Topology 2: Variation of spectral efficiency. Here, we have shown the Bellhop channel profile associated only with Tx1 for the linearly decreasing sound-speed
profile.

waves underwater (five orders of magnitude higher than for ter-
restrial RF waves), and the tight synchronization requirements.
Existing IA algorithms assume “perfect” knowledge of the
channel coefficients at the communicating nodes; achieving an
accurate estimation of the time- and space-varying underwater
acoustic channel, however, is a challenging open-research task.
Also, the propagation speed of acoustic waves (five orders of
magnitude lower than RF waves in air) varies with water tem-
perature, salinity, and pressure (i.e., depth), which cause wave
paths to bend toward regions of lower sound speed (Fig. 1).
Acoustic waves are also reflected from the surface and bottom.
Such uneven wave propagation results in convergence (or
shadow) zones, which are characterized by a lower (or higher)
transmission loss due to constructive (or destructive) multipath
(yellow or blue in the figure, respectively).
In this work, we study the effect of an inaccurate estimation

of the underwater acoustic channel on IA and discuss the trade-
offs of multiplexing and link reliability, power, and number
of concurrent users associated with IA. Also, to overcome the
challenge of computational complexity and communication
delay, we introduce a novel distributed computing framework
for sharing processing resources in the network. We provide the
computing infrastructure to support the distributed capabilities
of existing IA algorithms by forming an elastic resource pool;
using the collective computational capability of this pool,
which is composed of neighboring network nodes, computa-
tional tasks can be executed in parallel, i.e., in a distributed
manner. We present a study on the increase in the region of
feasibility of computationally intensive IA algorithms in UW
environments through our framework. This involves studying
the tradeoffs between computational gain (in terms of speedup
over standalone computation) versus communication overhead
(and delay) incurred as well as the effect of IA technique on
the performance in terms of spectral efficiency. These tradeoffs
help us define the scenarios in which the distributed realization
of IA is feasible in UW environments. Note that we define the

region of feasibility as a set of parameters, namely, the number
of users, the number of antennas, and the maximal distance be-
tween nodes for which IA is feasible, given the coherence time
of the acoustic channel (i.e., the time duration over which the
channel impulse response is considered static). By “feasibility”
we mean that the overall time required for the execution of an
IA algorithm (including the overall computation and commu-
nication time involved) is less than the coherence time of the
channel. This allows reusability of the computed IA matrices
over the coherence time of the channel. To be conservative, in
our study, we assume the reusability period to be 50% of the
estimated coherence time of the channel.
In [5], Chitre et al. implemented IA in the time domain

for single-input–single-output (SISO) underwater systems and
designed scheduling algorithms that generate high-throughput
schedules for the transmission of packets for a given network
geometry. These scheduling algorithms leverage the large
propagation delay in underwater networks. To the best of our
knowledge, ours is the first attempt to improve underwater
acoustic communication performance by studying the suit-
ability of IA in the space domain, which can potentially lead to
much better performance than its time-domain counterpart as
it fully exploits the MIMO capabilities of nodes with multiple
antennae. Some work has been done in the area of terrestrial
wireless IA in the space domain, although most works restricted
themselves to specific scenarios and settings, and none focused
on underwater networks: in [6], El Ayach et al. study IA in
measured MIMO orthogonal frequency-division multiplexing
(MIMO–OFDM) interference channels in a terrestrial envi-
ronment. The measurement campaign includes a variety of
indoor and outdoor measurement scenarios. The paper shows
that IA achieves the claimed scaling factors, or degrees of
freedom, in several measured channel settings for a three-user,
two-antenna per node setup; in [7], IA has been applied to
terrestrial cellular networks; in [8], Gollakota et al. proposed an
IA-based medium-access control (MAC) protocol for MIMO
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local area networks (LANs) and proposed an algorithm, which
is tailored for a specific LAN setting where the access points
are connected by a wired infrastructure (e.g., Ethernet), that
decides which nodes should be served concurrently.
In this paper, we present a study on the increase in the region

of feasibility of computationally intensive IA algorithms in
UW environments made possible by our distributed computing
framework. We provide robustness to IA so to overcome its
intrinsic sensitivity to the quality of the channel knowledge.
We introduce “ensemble learning” [9] through our framework,
which allows us to choose the best precoding/decoding ma-
trices from different (competing) IA algorithms available in
the literature. This leverages on the fact that, depending on
the scenario (e.g., the number of nodes, topology, underwater
channel conditions, etc.), different IA algorithms exhibit dif-
ferent behaviors/performance. Robustness is also achieved
by leveraging on the time correlation in underwater acoustic
channel: we use a simple, yet effective, autoregression model to
predict the channel; we then estimate the precoding/decoding
matrices based on the predicted channel coefficients. Further-
more, we present a study of the performance gain achieved by
transmitting all precoding/decoding matrices (which guarantees
better IA performance at the price of a higher communication
overhead) versus transmitting the pair precoding/decoding ma-
trix that best represents all the estimated pairs (which reduces
the communication overhead by lowering IA performance).
To summarize, the main contributions of this work are listed

as follows.
• We study whether it is feasible and practical to use IA un-
derwater under different channel and network conditions;
we also investigate the tradeoffs between multiplexing and
link reliability, output power, and number of concurrent
users in the network.

• We propose a distributed computing framework to paral-
lelize iterative IA algorithms and show the gains in terms
of achievable spectral efficiency; we discuss the region
of feasibility for practical realization of these algorithms
and determine to what extent we can parallelize these al-
gorithms, given different underwater acoustic channel co-
herence times; we implement “ensemble learning” through
our framework to select on the fly the precoding/decoding
matrices from various IA algorithms so to maximize the
spectral efficiency.

• We introduce robustness in IA by leveraging the time
correlation between underwater acoustic channel coeffi-
cients; we provide a comparative study between spectral
efficiency and the communication overhead when unique
precoding/decoding matrices are used at the transmitter
side for each of the predicted channel coefficients versus
when a common precoding/decoding matrix is used.

The rest of this paper is organized as follows. In Section II,
we provide the necessary background on IA and study the var-
ious associated tradeoffs. In Section III, we discuss the region of
feasibility for the IA implementation underwater. In Section IV,
we propose a distributed computing framework and explain how
we exploit it to support IA underwater. In Section V, we in-
troduce robustness to IA by estimating the underwater acoustic
channel coefficients. In Section VI, we use real-data values of

Fig. 2. (a) Under perfect channel knowledge, interfering signals and
align perfectly. (b) Under imperfect channel knowledge, interfering

signals and do not align, thus resulting in residual inter-
ference (leakage).

underwater acoustic channels to study the performance of a
channel prediction algorithm to be used to support IA. Finally,
in Section VII, we draw the main conclusions of this work and
provide a brief note on future work.

II. BACKGROUND AND PRELIMINARIES

In this section, first, we present a brief background on IA
and formulate how IA can be applied to the wideband under-
water acoustic channel. Then, we study the effect of imperfect
channel conditions on the performance of IA. Finally, we dis-
cuss the tradeoff between multiplexing and link reliability, the
need for power control, and the computational complexity of IA
algorithms.

A. Interference Alignment and Cancellation

We consider a generic system model, a -user interference
channel system, as shown in Fig. 1. Each transmitter Tx is
equipped with antennas and each receiver Rx is equipped
with antennas. Each Tx is communicating with Rx ,

[10], [11]. When and , the
channel between transmitter and receiver is given as ,
which can be decomposed as

(1)

where each entry is a complex number whose magnitude
represents the signal attenuation from transmitter antenna to
receiver antenna in a time slot and whose phase represents the
propagation delay (in Fig. 2, ). At transmitter ,
is a symbol vector, where is the number of independent
information streams or the degree of freedom for the th trans-
mitter. The goal of IA is to design transmit precoding matrices
of dimensions for each transmitter. The transmitted

signal is then given as of dimension .
These matrices are chosen such that, by encoding with them,

all the interfering signals lie in a subspace that is linearly inde-
pendent of the subspace of the desired signal. The heart of IA in
the spatial domain lies in constructing these transmit precoding
matrices. To decode, the receiver projects the received signal
onto a vector that is orthogonal to the vector of the interfering
signal. The received signal vector at receiver is given as

(2)
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where the first term is the desired signal at Rx and the second
term is the interference from all other transmitters. Here, is
the additive white Gaussian noise (AWGN) or thermal
noise vector.
To decode, the receiver projects the received signal onto a

decoding vector that is orthogonal to the data vector of in-
terfering signals. Such a decoding vector can be found by im-
posing , where represents
the Hermitian or conjugate transpose and represents the
null space of a generic matrix , i.e., the set of all matrices
for which . The interference suppression filter

at Rx is the null space of all interference matrices and
at Rx . After applying the interference suppression

filter, i.e., , the received signal at receiver is given as

(3)

The sum of the moduli of the second term in (3) is the total inter-
ference at receiver , which is called interference leakage; e.g.,
the leakage at Rx is defined as . In the
case of ideal IA, i.e., when the channel knowledge is perfect, the
interference signals lie in the same subspace and the interference
suppression filter eliminates the interference completely.

B. Interference Alignment for a Wideband
Underwater Acoustic Channel

Modeling the channel between a pair of antennas as a single
complex number is accurate only for narrowband or flat chan-
nels, but becomes less so as the width of the system bandwidth
increases. The underwater channel is wideband in nature; hence,
to be able to apply IA underwater, we employ OFDM. The
idea behind OFDM is to divide the whole band into sub-bands,
such that each sub-band undergoes flat fading (assuming that the
bandwidth of each sub-band is smaller than the coherence band-
width of the channel); then, IA can be applied in each sub-band.
In this paper and in all our simulations, we assume the channel
bandwidth to be 20 kHz.
In [12], Qarabaqi and Stojanovic propose a model to es-

timate the small-scale variations in the underwater acoustic
channel, which can be thought of as those variations that
occur over a communication transaction (a packet or a frame
of packets). Small-scale modeling of the underwater channel
aims at statistically characterizing random effects such as
scattering, which leads to the formation of micromultipaths
along with the macropaths. Note that the model in [12] is valid
only for small-scale phenomena and cannot be used to model
the large-scale variations of the acoustic loss. We can model
these micropaths along with the macropaths for a path in
the underwater acoustic channel as , where
is the macropath channel and represents the scattering
component in the underwater channel. This expression implies
that the effect of scattering in a narrowband system is that of
a multiplicative distortion only. Each scattering component

has multiple micropaths with gain and delay .
In the absence of any dominant path, the amplitude of each
micromultipath can be modeled as a Rayleigh random
variable (r.v.) and its delay is modeled as a Gaussian r.v.; the

gain and the amplitude of the nominal parameter are taken
from the Bellhop model [13], given the system geometry and
the sound-speed profile.

C. Channel Information and Interference Leakage

We now discuss the effect of perfect and imperfect channel
knowledge on IA at the communicating nodes (pair).
1) Perfect Channel Knowledge: Let us consider a

user system with and , where can
also be interpreted as the number of independent streams trans-
mitted by Tx . The channel from Tx to Rx at time is given
as . According to IA, in the case of perfect channel knowl-
edge, the interfering signals lie in the same subspace, and such
subspace is independent of the subspace of the desired signal.
Fig. 2(a) shows the signals received at Rx ; here, and

are the interference signals, whereas is the de-
sired signal. The dimension of the received signals is
(i.e., in this example). We see that both interference
signals align, i.e., overlap, perfectly. The interference suppres-
sion filter is then applied to these interference signals, which
are completely canceled. In the case of ideal IA, the decoding
vector , i.e., it lies in the
null space of the interference signals. Hence, in this ideal case,
we have , i.e., the interference leakage
is completely removed by interference suppression filters and

, where represents the rank of the
desired signal, i.e., the number of parallel streams (degree of
freedom).
2) Imperfect Channel Knowledge: Now we consider the

alignment at Rx after [s] from the last channel probing at
instant . We assume that the channel has changed with time
(i.e., , where is the coherence time of the channel)
and that the new channel matrix is . We also assume that
the nodes do not have updated channel information. As a result,
they continue to use the precoding and decoding matrices

and , respectively, estimated at time (based on ).
Fig. 2(b) shows the interference alignment at Rx . Differently
from the ideal case depicted in Fig. 2(a), now the interference
signals and no longer align perfectly; this
is because the channel has changed and the precoding/decoding
matrices used were estimated based on the old channel knowl-
edge . Hence, the interfering signals no longer lie in the
same subspace. For this reason, new interference suppression
filters would need to be estimated to cancel the interference.
As a result, after applying the (old) interference suppression
filter , the interference is not completely canceled out. The
interference leakage in this case is .
As a result, the bit error rate (BER) increases, which leads

to the corresponding decrease in the net bit rate, defined as
[b/s], where the capacity

[b/s] is given as a product of the used bandwidth [Hz] and the
spectral efficiency of the modulation [b/s/Hz]. The capacity of
each individual data stream is multiplied by the number of par-
allel streams of the network to obtain the capacity of the MIMO
system. The higher (degree of multiplexing), the higher is the
spectral efficiency of the MIMO system.
3) Tradeoffs Associated With IA for Imperfect Channel

Knowledge: Here we study the tradeoffs associated with IA
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Fig. 3. (a) Variation of spectral efficiency with topology 1 and topology 2 [as given in Figs 1(a) and (b), respectively]. (b) Variation of network capacity with the
number of users for different number of antennas .

when perfect channel knowledge is not available to the nodes.
Specifically, we discuss the tradeoff between multiplexing and
link reliability as well as what happens when we increase the
number of users in case of imperfect channel knowledge. We
motivate the need for power control as well as for a distributed
computing framework to handle the complexity of the dis-
tributed IA algorithms. These tradeoffs have been introduced
in [14].

a) Multiplexing and Link Reliability: In MIMO transmis-
sions, to increase the spectral efficiency, multiple data streams
are sent out in parallel. If is the number of independent
streams sent out, then the multiplexing gain is itself. At
Rx , the rank of the subspace of the desired signal is . For
perfect alignment, the subspace of interfering signals
should have a rank equal to , where is the number of
transmit antennas and should span the same subspace, linearly
independent to the desired-signal subspace. In the case of
imperfect channel estimation, however, the interference signals
may occupy a subspace of dimension higher than . To
overcome this effect, the number of independent streams
at the transmitter can be reduced, which gives a higher link
reliability; this is achieved, however, at the cost of a lower
multiplexing gain.

b) Power Control: We see that due to the proximity of
Tx to Rx in Fig. 1(b), the signal received from Tx is stronger
than that received from Tx . This is an example of the so-called
near–far effect, which is a crucial capacity-limiting effect in
code-division multiple-access (CDMA) systems. Hence, the
signal from Tx will cause interference at Rx , where the
residual interference will be . Hence,
the higher the power of , the higher will the interference
leakage be.
Fig. 3(a) compares the spectral efficiency of the system asso-

ciated with the two “extreme” topologies, and shows the perfor-
mance drop of about 2 b/s/Hz in topology 2 due to this effect.

c) Number of Active Users: In the case of im-
perfect channel estimation, the interference leakage

cannot be neglected. Specifically, as the
number of users increases, the interference leakage also

increases, leading to higher BER (i.e., lower link reliability).
In Fig. 3(b), we see that, as increases, the capacity per user
of the system decreases; on the other hand, if is too low, the
gain from IA is not exploited properly.

d) Computational Complexity and Communication Delay:
Generally speaking, IA algorithms used for estimating the pre-
coding/decoding matrices, e.g., [15] and [16], are computation-
ally intensive as they involve multiple eigenvector calculations
and matrix multiplications. Also, these algorithms require the
exchange of information between the transmitter and the re-
ceiver, which cannot happen instantaneously due to the large
underwater communication delay. Furthermore, these calcula-
tions need to be performed in a fraction of the channel coherence
time so that the estimated precoding/decoding matrices is
reusable for the remaining time of the coherence time. To over-
come these issues, we propose a novel distributed computing
framework that reduces the computation time for estimating the
precoding matrices by executing in parallel the tasks composing
the IA algorithm(s).

III. REGION OF FEASIBILITY OF INTERFERENCE
ALIGNMENT UNDERWATER

Existing IA algorithms (e.g., [15] and [16]) to compute pre-
coding/decoding matrices are computation intensive and re-
quire exchange of information between the transmitter and the
receiver, which cannot happen “instantaneously” (as ideally
desirable) due to the large underwater propagation delay. If the
coherence time of the channel is smaller than the time taken to
compute the precoding/decoding matrices, then these matrices
will not be useful as the channel conditions will have changed
before IA can be effectively employed. Moreover, existing IA
algorithms rely on initial conditions to converge toward (hope-
fully) optimal precoding/decoding matrices. By using multiple
initial conditions we can decrease the possibility of the IA al-
gorithms to converge to only suboptimal precoding/decoding
matrices, which happens because these IA algorithms are iter-
ative in nature and may get “stuck” in local minima. We study
the time taken by IA algorithms to converge to their solutions
as the independent parameters, namely, the number of users
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, the number of transmit antennas , the number of
initial conditions , and the pair distance (dis) are varied,
given a certain channel coherence time . We discuss for
what values of these parameters will IA be feasible for a given
coherence time. Given a set of parameters, we put a con-
servative constraint that the time taken to estimate the pre-
coding/decoding matrices be less than 50% of the coherence
time of the channel. This allows us to use the precoding/de-
coding matrices within the coherence time of the channel. The
set of parameters meeting this constraint forms the region of
feasibility of IA in UW–ASNs.
We consider that the execution of an IA algorithm to esti-

mate the precoding/decoding matrices takes place at one of the
nodes. We call this node master and the other communicating
nodes slaves. We consider the network topology to be similar
to that in Fig. 1(a). We profiled the execution time of the it-
erative algorithms in [15] and [16] by assuming homogeneous
computational capability of all sensor nodes. The time for one
iteration of the IA algorithm is approximately 300 ms (given

, , and 0.2 km). We consider the
number of iterations to be 10 and the number of unique
initial conditions at each node to be 5. The master trans-
mits the chosen initial conditions to each communicating node
within a guard interval of 200 ms. The propagation delay

for underwater environment is taken to be 0.67 s/km [1],
and the transmission time is given as the ratio of the packet
size (i.e., the data to be transmitted) and the data rate, where the
packet format proposed in [17] is considered to calculate the
packet size. Under these realistic assumptions, the total time
taken to transmit from the master to the farthest slave node is

, where is the number of slave nodes.
Hence, the total coordination time to transmit and receive pre-
coding/decoding matrices is given as

(4)

Note that in (4) the factor 2 takes into consideration the two sets
of data exchanges between the master and the nodes: in the first
exchange of data, the master sends the initial conditions to each
node; then, in the second exchange, the master sends the final
precoding/decoding matrices to the communicating nodes. On
the other hand, the computation time is given as

(5)

where the constant value 0.3 s gives the time taken for a trans-
mitter to compute IA matrices for one initial condition and iter-
ation. The total time taken for estimation of precoding/de-
coding matrices is the sum of the coordination (4) and compu-
tation time (5), i.e., .
To study the feasibility of IA underwater, we consider that

one of the nodes in the network (serving as the master) esti-
mates the precoding and decoding vector for all the commu-
nicating nodes. Each node sends its channel coefficients to the
master, which then estimates the precoding/decoding matrices
for each slave node and sends them to each communicating
slave. The amount of data exchanged (in bytes) between the

master and a slave node based on the packet format in [17] is
bytes, where the first term is

the data size of the header, the second term represents the data
size of the channel coefficients of all nodes involved in commu-
nication (each channel coefficient is a complex floating point
number and takes 8 B), and the third term represents the data
size of the initial precoding vectors given to each slave node.
Similarly, each slave node uses the initial precoding matrices
and returns to the master a final precoding and decoding ma-
trices computed from IA algorithm. The amount of data ex-
changed in this step is bytes, where the
second and third terms represent the size of the precoding and
decodingmatrices, respectively. Finally, from the precoding/de-
coding matrices received from all the slave nodes, the master
selects the matrix that gives the maximum spectral efficiency
and sends it to all the slave nodes. The data exchanged for this
step is bytes.
The time taken includes the computation time for these ma-

trices and the communication overhead between the nodes and
the master. In Fig. 4(a), we depict the performance of such sce-
narios as the number of users increases. We also plot the results
for different numbers of initial conditions. The horizontal solid
red, dashed blue, and dotted green lines indicate the different
measures of fraction of coherence time, which ranges in [1,10]
s. As mentioned earlier, we target to estimate the precoding/de-
coding matrices in a fraction (50%) of the coherence time. From
Fig. 4(a), we see that for a number of users smaller than 3
and a number of initial conditions smaller than 10, while
keeping , , and dis fixed, IA can be used in environments
with a channel coherence time greater than 1 s. As the number
of users increases (with a fixed number of initial conditions), we
see that higher coherence times are required for IA matrices to
be usable. For a number of users greater than 9 and the number
of initial conditions greater than 20, IA is feasible only in envi-
ronments with coherence times of the order of tens of seconds.
From Fig. 4(b), we see that the total time taken increases as the
maximum distance between the master and the nodes in the net-
work increases. The rate at which the time taken increases with
the distance is, however, lower in comparison to the rate of in-
crease with the number of users.
In Fig. 5(a), we see that as the number of transmit antennas

increases for a fixed number of receiver antennas as well as a
fixed number of users, the total time taken increases negligibly.
This indicates that increasing the number of transmit antennas
does not significantly increase the total time taken to apply IA.
In Fig. 5(b), we investigate the IA performance underwater from
an energy point of view. The requirements refer to the energy
needed for transmission of data packets. As expected, we see
that the energy consumed increases by increasing the maximum
distance between the master and the nodes.
In [18], Yang studies the underwater acoustic channel coher-

ence time using various real-data sets consisting of measured
channel impulse responses. Yang observes that for some chan-
nels the coherence time is as high as 30 s, while for others it is
around 0.1 s. This difference is attributed to different environ-
mental conditions. Hence, in certain environments, e.g., calm
ocean and lakes with high coherence times (e.g., in winter time),
IA can be used.
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Fig. 4. Total time taken versus (a) the number of users and (b) the maximum node distance for a different number of initial conditions.

IV. EXTENSION OF REGION OF FEASIBILITY FOR IA VIA

DISTRIBUTED COMPUTING

We propose a distributed computing framework that reduces
the computation time for estimating the precoding matrices by
executing in parallel the tasks composing the IA algorithm(s).
Such framework, however, introduces some overhead, which
needs to be “absorbed” by the gain it brings (i.e., reducing the
overall execution time of the IA distributed algorithm): this is
another tradeoff involving computational complexity and com-
munication delay. This framework, based on our previous work
in [19], has the potential to extend further the region of fea-
sibility of IA in the underwater environment. To distribute the
computation load of nodes, we utilize the computing and storage
capabilities of the nodes in the vicinity to form an elastic re-
source pool that can process massive amounts of locally gener-
ated data in parallel. We propose a ubiquitous computing solu-
tion that is aimed at organizing UW sensor nodes in the vicinity
into a wirelessly connected local computing grid. The collec-
tive computational capability of this computing grid can be ex-
ploited to perform distributed computation.

A. Distributed IA Algorithm

We now explain a powerful iterative IA algorithm [15] for
which our framework provides the computing infrastructure to
support its distributed capabilities. This algorithm is computa-
tion intensive as it involves multiple matrix and eigenvector cal-
culations. The total residual interference at the receiver of
user due to interference from all undesired transmitters
is

(6)

where is the transmit power at transmitter . Each of the
columns of is given by ,

where is the eigenvector corresponding to the th
smallest eigenvalue of . In the beginning of the iterative
algorithm, the transmit precoding matrices are initialized with
some random values and the interference suppression filters
of the original network are calculated using (6). The receiver
of user chooses its interference suppression filter to

minimize the leakage interference due to all undesired
transmitters. The -dimensional received signal subspace
that contains the least interference is the space spanned by the
eigenvectors corresponding to the smallest eigenvalues of
the interference covariance matrix (or ).
After determining , the transmitter and the receiver switch

their roles. This network is called a “reciprocal” network. The
estimated interference suppression filters of the original

network now become the precoding matrices for the re-
ciprocal network, where the arrow at the top indicates that this
vector belongs to the reciprocal network. Similar to the original
network, in the reciprocal network (with transmitters and re-
ceivers switched) the total interference leakage at receiver due
to interference from all undesired transmitters is given

by . Note that the interference suppression

filter for the receivers of the reciprocal network are calcu-
lated only to be used as the transmit precoding matrices of the
original network in the next iteration. The iterative algorithm al-
ternates between the original and reciprocal networks with only
the receivers updating their interference suppression filters (at
every iteration) to minimize their total leakage interference. The
algorithm in [16] has the same communication overhead as the
one in [15], but requires higher computation time.

B. Leveraging Our Distributed Framework in UW–ASNs

In our framework, one of the nodes serves as the “master,”
i.e., it is responsible for parallelizing the tasks among trans-
mitter/receiver pair and the nodes in the neighborhood, called
service providers (SPs). We assume that only the communi-
cating nodes are chosen to serve as SPs. Our scenario is shown
in Fig. 6.
Self-organization in the distributed framework involves the

selection of master and SPs. We assume that, for any commu-
nication transaction, one of the communicating nodes estab-
lishes itself as the master and all other nodes serve as SPs. Be-
fore the beginning of any communication session between the
nodes, these selections are made. The master is made aware of
the availability of SPs through voluntary service advertisements
from the SPs themselves; such advertisements include informa-
tion about the current position, amount of computing resources
in terms of normalized CPU cycles, memory [in bytes], and
communication [in bits per second], the start and end times of
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Fig. 5. (a) Total time taken for estimation of precoding/decoding matrices versus the number of transmit antennas by varying the number of initial conditions. (b)
Energy expenditure for estimation of IA precoding matrices versus the number of users by varying the maximum distance between communicating nodes.

Fig. 6. Overview of the envisioned distributed computing framework for optimizing computation-intensive IA algorithms.

the availability of those resources, and the amount of residual
energy at each SP. Using these values, the master will select
a set of SPs to parallelize the task efficiently. In our solution,
we assume that all the nodes that are communicating simulta-
neously serve as SPs. Once one of the nodes has established it-
self as the master, it broadcasts this information to all the nodes.
Themaster does not change for a communication session, which
may last several coherence-time intervals and may involve the
exchange of several data packets.
Each communicating node estimates the channel from itself

to all other communicating nodes and broadcasts this informa-
tion. The master chooses equally spaced initial conditions for
the iterative IA algorithm so as: 1) to ensure good coverage of
the -dimensional search space; and 2) to avoid choosing final
precoding/decoding matrices “stuck” in local minima, hence,
suboptimal. The master transmits a unique initial condition to
each SP and the number of iterations required to execute the it-
erative algorithm. Once the SPs have computed the precoding
matrices, they send their results to the master, which selects the
vector pair that maximizes the network spectral efficiency. In

this computing-grid framework, each node executes the itera-
tive algorithm locally: this way, by incurring only small com-
munication overhead caused by message exchanged among the
nodes of the mobile grid, we are able to overcome the challenge
of high communication delay. We have characterized the wire-
less computing grid as mobile because our computing devices,
which form the grid, may consist of autonomous underwater ve-
hicles (AUVs) along with static sensor nodes.
When using our distributed computing framework, the total

coordination time to transmit and receive the precoding/de-
coding matrices changes from (4) to

(7)

where is the number of service providers. Note that, in our
calculations, we assume that there are no packet errors or re-
transmission protocol in place. The factor of 3 takes into con-
sideration the three sets of data exchange between the master
and the nodes. In the first exchange of data, the master sends
initial conditions to each node; in the second exchange of data,
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Fig. 7. (a) Variation of network spectral efficiency with power for different numbers of SPs for Algorithm 1. (b) Time taken by Algorithm 1 to compute precoding/
decoding matrices by the distributed framework.

Fig. 8. (a) Time taken by Algorithm 2 to compute precoding/decoding matrices by the distributed framework. (b) Spectral efficiency gain achieved through
ensemble learning.

the master receives the best set of precoding/decoding matrices
from the communicating nodes; in the third and final stage of
communication, the master sends the final precoding/decoding
matrices selected from the set of nodes sent by the SPs. As the
number of SPs increases from 1 to 3, the spectral efficiency in-
creases by 5 b/s/Hz: so, for example, in a 20-kHz band system,
the network capacity increases by 100 kb/s. The number of iter-
ations for all service providers is assumed to be 10.
In Fig. 7(a), we see that, at a particular transmit power, as

the number of SPs increases, the network spectral efficiency in-
creases. Each SP estimates precoding/decoding vector using a
unique initial condition and the master selects that pair of pre-
coding/decoding matrices that gives the maximum spectral ef-
ficiency. With only one initial condition, the algorithm may get
stuck in the local minima and give suboptimal results. By trying
different initial conditions, we increase the probability of not
getting stuck in a local minimum. Hence, in general, the higher
the number of SPs, the higher is the network spectral efficiency.

In Fig. 7(b), we depict the total time taken for computation
and communication of precoding/decoding matrices versus the
number of SPs. We show this variation for different distances
between communicating nodes. We see that in the beginning the
time taken decreases as the number of SPs increases: e.g., for a
distance equal to 0.5 km, the time taken decreases from 2.0 to
1.7 s as the number of SPs is increased from 3 to 5; however,
if the number of SPs is increased beyond 5, the time taken in-
creases. This indicates that, although the computation time has
decreased by parallelizing the task of estimating IAmatrices, the
time for communication between nodes is high and the reduc-
tion in computation time does not compensate for the increase
in communication cost.

V. PROVIDING ROBUSTNESS TO IA

Several algorithms to estimate precoding/decoding matrices
for IA have been proposed. Unfortunately, these matrices are
NP-hard to obtain, and closed-form solutions have been found
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Fig. 9. (a) Performance gain in terms of spectral efficiency for different algorithms (Algorithm 1 [15] and Algorithm 2 [16]) via our distributed framework. (b)
Energy expenditure of different algorithms executed via our distributed framework.

only for few special cases, such as in [3]. Even characterizing
the feasibility of IAwhen perfect channel knowledge is assumed
is a nontrivial task (see [20]). As an alternative to closed-form
designs, heuristics have been proposed in the literature. In one
of these algorithms [15] (which we refer to as Algorithm 1),
Gomadam et al. aim at minimizing the interference leakage at
each receiver so that, in the best case, interference alignment is
perfectly attained. On the other hand, in [16] (which we refer to
as Algorithm 2), the precoding/decoding matrices are estimated
by minimizing the interference at each receiver

subject to:

where and are the subspaces spanned by the desired
and interference signals, respectively, at receiver . Specifically,
when , Algorithm 1 outperforms Al-
gorithm 2; whereas, when , Algo-
rithm 2 performs better. Both of these algorithms are iterative
in nature and may be stuck in local minima while selecting the
precoding/decoding matrices, which would lead to suboptimal
results. Hence, we utilize “ensemble learning,” i.e., we select the
best precoding/decoding vector resulting from these different al-
gorithms based on a given criterion, which, in our case, is the
maximization of the spectral efficiency. Fig. 8(a) shows the time
taken by Algorithm 2 to compute precoding/decoding matrices
using our framework, while Fig. 8(b) gives the performance of
the two algorithms in terms of spectral efficiency.
We have previously discussed that IA requires perfect

channel knowledge at the nodes to estimate accurately the
precoding/decoding vector so to achieve perfect alignment.
We also pointed out that estimating precoding/decoding ma-
trices requires substantial computation time due to eigenvector
and matrix calculations. Hence, triggering IA every time the
channel estimation is performed may be very inefficient if not
prohibitive; also, it may render IA matrices unusable if the
channel coherence time is small. For this reason, we make use
of channel prediction for the estimation of precoding/decoding

matrices, and present here a comparative study on how the
performance gains vary with respect to the communication
overhead for two competing strategies: 1) when we send the
precoding matrices for each multiple of coherence time versus;
and 2) when we send common precoding/decoding vector for
all estimated channels.

A. Ensemble Learning

Ensemble learning is the process by which multiple models
are strategically generated and combined to solve a particular
computational intelligence problem [9]. Ensemble learning is
primarily used to improve the (classification, prediction, func-
tion approximation, etc.) performance of a model, or to reduce
the likelihood of an unfortunate selection of a poor one. We in-
troduce ensemble learning in our distributed framework where
different nodes work on different (competing) IA algorithms si-
multaneously. Both Algorithms 1 and 2 have the same com-
munication overhead, which is the transmission of initial pre-
coding/decoding matrices to the service providers. Our goal is
to observe whether, by estimating precoding/decoding matrices
through two different algorithms that incur the same communi-
cation overhead, we are able to gain in performance by incurring
only a slight overhead increase for energy expenditure (through
computation overhead as these different algorithms work on the
same data). To achieve this goal, the framework tries to leverage
the different performance benefits that these algorithms bring
depending on different scenarios. Energy expenditure here is
the energy spent at the service providers to compute the pre-
coding/decoding matrices.
In Fig. 9(a), we see that each of the two algorithms per-

forms differently in different domains, e.g., Algorithm 1 per-
forms better than Algorithm 2 in terms of spectral efficiency
when the distance between nodes is 10 km. Conversely, Algo-
rithm 2 performs better than Algorithm 1 for internode distances
equal to 1 km. The spectral efficiency gain using Algorithm 2
is around 60%; however, its energy consumption is higher by
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Fig. 10. Performance in terms of spectral efficiency (left -axis in blue) and normalized communication overhead (right -axis in red) with (a) correlation coeffi-
cient and range equal to 0.75 and 1 km, respectively, and maximum depth of 100 m; and (b) correlation coefficient and range equal to 0.1 and 1 km, respectively.

Fig. 11. Performance in terms of spectral efficiency (left -axis in blue) and normalized communication overhead (right -axis in red) with (a) correlation coeffi-
cient and range equal to 0.75 and 500 m, respectively, and maximum depth of 100 m; and (b) correlation coefficient and range equal to 0.1 and 500 m, respectively.

almost 50%. We observe that the performance of the two algo-
rithms varies as the distance between nodes varies. In Fig. 9(b),
we show the energy expenditure of the two algorithms when
they are executed using our distributed computational frame-
work.

B. Robustness Through Channel Prediction

We provide robustness to the IA technique against imperfect
channel knowledge by leveraging on the time correlation
between underwater acoustic channel coefficients. We use
a simple autoregressive model to simulate the underwater
channel, given by , where
is a constant, represents the old channel values, is
the number of channel instants considered for prediction,
is the white noise with normal distribution, zero mean, and
finite variance, and the parameter represents the model
coefficients estimated from previous channel coefficients
[21]. In our simulation, we predict channel coefficients for
five consecutive coherence time intervals from the current
instant. These channel coefficients are generated for topology
1 from the Bellhop channel model. Among the estimated
precoding/decoding matrices, the pair that gives the highest
spectral efficiency across all channel is selected. We provide a

comparative study between spectral efficiency and communi-
cation overhead when unique precoding/decoding matrices are
used at the transmitter side for each multiple of the coherence
time versus when a common precoding/decoding matrix is
selected. The comparison for both these cases is in terms of
performance and communication overhead.
Fig. 10(a) shows the performance when correlation between

channel coefficients of two consecutive coherence time inter-
vals is 0.75 and the internode distance is 1 km. The -axis of the
figure shows the time difference between the current and future
instants for which the estimation of IA vectors is performed.
The -axis on the left-hand side (in blue) shows the spectral
efficiency for two scenarios: 1) when a unique precoding/de-
coding matrices for each channel instant is used; and 2) when a
common precoding/decoding matrix is used. The -axis on the
right-hand side (in red) shows the normalized communication
cost for these two cases. In Fig. 10(b), we see the performance
of IA through predicted channel coefficients when the correla-
tion between channel coefficients at consecutive coherence time
is 0.1. Fig. 11 depicts the same analysis when the distance be-
tween communicating nodes is 500 m.
The inference from Figs. 10 and 11 is that the performance

(in terms of spectral efficiency) of common precoding/decoding
matrix is poorer than unique matrices at all instants. In addition
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Fig. 12. (a) Channel geometry for the KAM08 experiments. (b) CIR of a receiver at a fixed instant.

Fig. 13. (a) Temporal evolution of the channel response at 80-m depth with the source at 57-m depth. (b) Performance of one-step prediction of the channel as
the number of past samples is varied.

to that, the loss in performance of commonmatrices with respect
to unique matrices is higher when the correlation coefficient is
lower, i.e., the loss in performance of common matrices with
respect to unique matrices is higher when is 0.1 in compar-
ison to when it is 0.75. The communication overhead for both
common and unique matrices is roughly the same.

VI. EVALUATION WITH EXPERIMENTAL DATA

The focus of this section is to use real-data acoustic channel
values to study the performance of prediction algorithm in
[22] to predict the underwater channel impulse response (CIR).
Given the complexity of the underwater environment, this
analysis will help us understand the feasibility of an algorithm
to predict CIRs, which can be used for estimation of future
precoding/decoding vectors.
In Section II, we studied that when the communicating nodes

do not have updated channel information, the interfering sig-
nals no longer align perfectly. As a result, the existing inter-
ference suppression filters are no longer able to cancel interfer-

ence, which leads to leakage interference. Hence, knowledge of
the channel plays an important role in interference alignment.
The better the prediction of channel coefficients, the lower is
the leakage interference. We observed that the algorithm intro-
duced in [22] performed better than the autoregressive model to
predict future CIRs for data sets from the Kauai Acoustic com-
munications MURI 2008 experiment (KAM08) carried out in
shallow water from June 16 to July 2, 2008, west of Kauai, HI,
USA. The prediction using autoregressive model was poor be-
cause, for this model, we assumed a constant correlation coeffi-
cient between the channel coefficients. This, however, might not
be the case with the real data. Hence, the prediction algorithm in
[22] is used to find one-step prediction values of the channel for
real data. Although this algorithm was initially developed for
terrestrial channels, its generality makes it applicable to the un-
derwater environment. As seen earlier, this allows us to choose
between unique or common precoding/decoding vectors and to
reduce the communication overhead at the cost of marginal re-
duction in spectral efficiency. The discrete underwater channel
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is formed by sampling the continuous channel with sampling
period , i.e., and , where

is the polynomial fitted to previous CIR samples . This
polynomial is then extrapolated to predict the future channel
state. Parameter is estimated from past channel values. This
analysis is done for both real and imaginary parts of the channel.
This algorithm considers the local characteristics of the channel;
hence, to bound the estimation error, the past values considered
cannot span a long range. In Section IV-B, we leveraged our dis-
tributed framework to estimate the precoding/decoding vectors
for a group of concurrently communicating nodes. Similarly, the
framework can be leveraged to estimate CIRs for a number of
future channel instants.
We show experimental results from the data collected during

the KAM08 experiment [23]. The schematic of the KAM08 ex-
periment is shown in Fig. 12(a). The receiver array is moored in
about 106-m water at 4 km from an 8-element source array. The
middle element at 57-m depth was chosen as a single transmitter
during the communications experiment for the data used in this
paper. The vertical arrays consisted of 16 elements spanning a
56.25-m aperture with 3.75-m element spacing. The coherence
time calculated for this data set is approximately 100ms. Hence,
this is a fast varying channel. In Fig. 12(b), we show the CIR for
a receiver. The vertical axis indicates amplitude of channel coef-
ficients, and the horizontal axis shows time delay. In Fig. 13(a),
we plot the temporal evolution of the channel for one of the re-
ceivers.
In Fig. 13(b), we show the performance of the prediction al-

gorithm for one-step prediction of the underwater channel. As
explained earlier, the performance of the algorithm depends on
the number of past values considered, and we see that as the
number of past values increases, the estimation error also in-
creases. Given the same number of past values, as expected, the
estimation error is higher when the channel is changing faster.

VII. CONCLUSION

We discussed various parameters such as the number of users,
the number of antennas, and the distance between nodes to de-
cide the feasibility of the IA technique (in terms of the time
taken) underwater, given the coherence time of the wireless
acoustic channel. We also studied the energy expenditure in-
curred for transmission of IA matrices between communicating
nodes.We proposed a distributed computing framework to over-
come the challenge of computational complexity and commu-
nication delay faced by IA algorithms. We observed that paral-
lelism is not only possible (notwithstanding the large acoustic
propagation delays underwater), but, in fact, increases the re-
gion of feasibility. We also presented solutions to provide ro-
bustness to IA through ensemble learning, i.e., the execution
of multiple competing algorithms in parallel. We introduced ro-
bustness by predicting the channel to estimate the precoding/de-
coding matrices. We also provided a comparative study between
spectral efficiency and communication overhead when unique
precoding/decoding matrices are used at the transmitter side
for each of the predicted channel coefficients versus when a
common precoding/decoding matrix is used. We studied the un-
derwater channel using data sets from underwater experiments

and tested the performance of a prediction algorithm to predict
the channel impulse response is some underwater environments.
As a future work, we plan to implement our proposed solution
on an emulator using real acoustic modems, initially with the un-
derwater acoustic channel simulated using the Bellhop model.
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