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Abstract Triage is the process of prioritizing patients
based on the severity of their condition when resources
are insufficient. Hospitals today are equipped with
more and more electronic medical devices. This results
in possibly high level of electromagnetic interference
that may lead to the failure of medical monitoring
devices. Moreover, a patient is usually moved between
different hospital settings during triage. Accurate and
quick prioritization of patient vital signs under such
environment is crucial for making efficient and real-
time decisions. In this article, a novel in-network so-
lution to prioritize the transmission of patient vital
signs using wireless body area networks is proposed;
the solution relies on a distributed priority scheduling
strategy based on the current patient condition and on
the vital sign end-to-end delay/reliability requirement.
The proposed solution was implemented in TinyOS and
its performance was tested in a real scenario.
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1 Introduction

The rapid growth of wireless technologies and personal
area networks enables the continuous healthcare mon-
itoring of mobile patients using compact sensors that
collect and evaluate body parameters and movements.
These sensors, limited in memory, energy, computa-
tion, and communication capabilities, are strategically
deployed on a patient, forming a cluster that is called
Wireless Body Area Network (WBAN) [21]. Many
works based on WBANs have been proposed that focus
on designing wireless sensors for a single vital sign and
on developing pervasive healthcare systems to monitor
vital signs of multiple patients.

In this article, we focus on providing a networking
solution for in-hospital triage, which is the process of
prioritizing patients based on the severity of their con-
dition. This process facilitates the ability of the med-
ical team to treat as many patients as possible when
resources are insufficient for all to be treated immedi-
ately. Existing devices for monitoring patient vital signs
are mostly wired, often depend on direct user interac-
tion, have a limited analytic capability, require manual
archiving even of digital data sources, and have limited
capability to propagate data to the next destination on
the patient’s path. This is particularly critical in the in-
hospital setting.

Accurate and reliable monitoring of patient’s vital
signs during this period is crucial for making efficient
and error-free triage decisions. During triage, emer-
gency service providers need to rapidly assess the in-
jured patient and determine the need for trauma center
care. In addition to challenges of acquiring patient data,
trauma triage is now limited by a reliance on human
interpretation of acquired patient data. Using existing
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technology, the in-hospital environment lacks effective
methods for prioritizing information streams, evaluat-
ing time-dependent trends, managing incomplete data,
and providing effective alerts. Current limitations of
patient monitoring represent an important barrier for
developing improved trauma triage methods.

On the other hand, wireless technology has experi-
enced explosive growth over the past decade. Wireless
Wide Area Networks (WWANs), mobile phone net-
works, and Wireless Local Area Networks (WLAN)
are being deployed almost everywhere at an incredible
speed, resulting in increased spectrum use by a variety
of heterogeneous devices, standards, and applications.
This holds especially true for the unlicensed Indus-
trial, Scientific, and Medical (ISM) bands that host
a number of heterogeneous networks. For example,
many devices of different standards for WLANs such
as Bluetooth, ZigBee, IEEE 802.11b/g all operate in the
same 2.4 GHz ISM frequency band.

Because radio waves centered at the same frequency
emitted from these devices interfere with each other,
coexistence of them has become an important issue
in order to ensure that wireless services can maintain
their desired performance requirements. For instance,
in a critical environment such as medical emergency
scenarios it is extremely important to avoid the failure
of the medical devices that may be caused by radio
frequency interference.

With an ever-increasing use of electronics in medical
devices of all kinds as well as many wireless communi-
cation devices in medical environments, some unfore-
seen problems are coming: the interactions between
the products emitting the electromagnetic (EM) en-
ergy and sensitive medical devices. Even the devices
themselves can emit EM energy, which can react with
other devices or products. It has been reported that
medical devices may fail to operate correctly due to the
existence of electromagnetic interference [25].

To guarantee wireless services in such environments,
it is necessary to design a system that can handle such
interference. Existing research on wireless healthcare
systems has focused on the design of purpose-specific
one-BAN system [3, 5] (i.e., system used on one pa-
tient), in-BAN data processing/fusion [16, 36], and im-
provement of network performance metrics such as
throughput and energy efficiency [15, 31]. In addition,
emergency services have been considered in [17, 30].
While these studies have proposed solutions to access
patient healthcare data in real time, no research has
focused on prioritizing the transmission of healthcare
data over the wireless network under the electromag-
netic interference (EMI) environment by jointly con-
sidering the patient condition and the data content, i.e.,
the type of measurement (temperature, O2 saturation,
blood pressure and pulse, heart rate variability, etc.),
which is critical in emergency services.

Furthermore, different types of healthcare data are
of different importance during in-hospital triage, as
shown in Table 1. In an in-hospital environment, proper
prioritization of critical vital signs is crucial for efficient
and real-time triage. Moreover, patients in different
emergency conditions have different service require-
ments: a patient who needs more immediate service
should be given higher priority, i.e., his/her vital signs
should be transmitted with higher end-to-end (e2e)
reliability and lower delay.

In order to provide a networking solution that per-
forms real-time in-hospital triage on multiple patients
under EMI environment, in this work we propose a new
interference-aware WBAN system that continuously
monitors vital signs of multiple patients and prioritizes
data transmission based on patient’s condition and data
content. Based on the patient’s condition, which in
this work we assume to be already diagnosed, patients
are categorized into three classes, “Red”, “Yellow”,
and “Green”, each indicating the level of treatment

Table 1 Bit rate and delay
requirements of healthcare
data [11]

Data source Bit rate [bps] Delay [s] Sampling rate [Hz]

Electrocardiogram (ECG) 1–8k <10 63–500
Blood pressure [mmHg]

Arterial line 1k 10–30 63
CVP (central venous catheter) 1k >120 63
Non-invasive cuff 0.05 30–120 0.025

Cardiac output [L/min] 1k <10 63
Pulse oximeter SpO2 saturation [%] 1k <10 63
Patient ID band 0.05 >120 0.0002
Inter-cranial brain pressure [mmHg] 16 10–30 1
CO2 Concentration (for respiration 1k 30–120 63

monitoring) [ppm]
Temperature [◦C] 0.3 >120 0.02
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needed, i.e., “immediate”, “delayed”, and “minimal”,
respectively. Categorization of one patient into one
of these three classes can be achieved by using data
aggregation algorithms within one BAN. Moreover,
these algorithms should jointly consider all the vital
signs taken from one patient as using only few vital
signs is generally not sufficient to perform the diagnosis
of a patient.

For example, injury severity assessment of neuro-
logical status (e.g., level of consciousness and motor
activity) should be made by looking at both vital signs
such as pulse, blood pressure, and respiratory rate, as
well as the movement activities (normal vs. abnormal).
We have proposed a solution to classify the movements
of a patient using multiple sets of triaxial accelerome-
ters (using IMote2 and Shimmer sensors) attached to
different parts of the body in [29], which will be further
extended for patient status classifications.

In this work, we focus on the e2e transmission
of vital signs instead of patient status classifications.
Specifically, we aim at maximizing the e2e reliability
of these three traffic classes while meeting the delay
requirements. Here reliability is defined as the ratio of
the number of received data packets (containing vital
sign information) at the sink and the number of total
packets sent from a source node.

Our solution focuses on a wireless communication
network with light and moderate congestion, as cat-
egorized in Table 2, where γR, γY , and γG are the
current reliability of “red”, “yellow”, and “green” pa-
tients, respectively. When the network is in no con-
gestion status, in fact, the use of standard protocols is
enough to guarantee the services to all patients. On the
other hand, when the network is in heavy congestion
status, additional mechanisms are needed to guaran-
tee the service to patients under critical conditions.
For example, transmission of vital signs from patients
in non-critical conditions can be held on until the
congestion becomes less severe (source rate control).
Moreover, adaptive sampling techniques consisting in
reducing the sampling rates of the sensors deployed on
patients under non-critical conditions can be applied
in order to reduce the traffic. Once the overall traffic
is reduced, our solution, which is tailored for light

Table 2 Network congestion types

Congestion type Network condition

No congestion γR = γY = γG = 1
Light congestion γR = γY = 1, γG < 1
Moderate congestion γR = 1, γY < 1, γG < 1
Heavy congestion γR < 1, γY < 1, γG < 1

or moderate congestion, can be applied to guarantee
e2e Quality Of Service (QoS). Therefore, we focus on
providing a solution for light and moderate congestion;
in these states, using our communication solution, the
services to the patients under critical conditions can be
guaranteed.

To sum up, our major objectives are:

1. Provide a communication solution for in-hospital
networks with light and moderate congestion.

2. Maximize the reliability for all three classes of
traffic while guaranteeing their e2e delay require-
ments.

3. Provide partial cognitive radio [19] capability to
sensors in order to avoid EMI.

In order to achieve these objectives, a cross-layer
communication solution is proposed to offer a prior-
itization service and maximize reliability while meet-
ing the e2e delay requirement based on the patient’s
condition and data content. Our solution adopts a
modular design: the modules include Medium Access
Control (MAC), Routing, and Scheduling. Each module
is individually designed to meet the domain-specific
requirements; then, the three modules are jointly op-
timized considered to obtain the best performance pos-
sible. The quality of multiple channels is considered
in the MAC and routing modules, which leads to the
interference-aware design of Multi-channel Quality-
based MAC (MQ-MAC) and Channel Quality Based
Routing (CQBR). Moreover, a two-level data packet
scheduling scheme is proposed to maximize the relia-
bility for all three classes of traffic while guaranteeing
their e2e delay requirements. These modules are also
designed to be of low complexity so that resource-
limited sensors can run them.

Note that we aim at providing a solution to situa-
tions where the traffic is near to the network capacity.
Our solution is based on the well-known Crossbow’s
wireless sensors IMote2/TelosB, which use the IEEE
802.15.4/ZigBee standard [10]. To improve the network
performance, our solution can be easily migrated to
other high speed wireless platforms such as 802.11b/g/n.

The remaining of this article is organized as follows.
In Section 2, we review the related work for wire-
less healthcare networks and related scheduling algo-
rithms. In Section 3, the network system that our solu-
tion is based on is presented. Our interference-aware
prioritization solution is proposed and detailed in Sec-
tion 4. In Section 5, performance evaluation and analy-
sis are carried out, while conclusions are discussed in
Section 6.
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2 Related work

In this section, we review the related work with a
special focus on three aspects: research in healthcare,
multi-channel MAC protocols, and packet scheduling
algorithms.

2.1 Wireless healthcare systems

Research on wireless healthcare systems can be divided
into three classes: application-specif ic sensor system de-
sign [3, 5], data fusion [16, 36], and communication per-
formance improvement [15] for healthcare. Although
comprehensive, these studies are primarily concerned
with the design of one BAN (one patient) only, and
only few of them have examined wireless healthcare
networks that consist of multiple patients or BANs
[17, 31]. As an example for multi-patient monitoring,
CodeBlue [17] provides an emergency medical care
network substrate. However, no prioritization services
of the vital signs are provided, e.g., data from patients
that need to be treated immediately and data from pa-
tients that are not severely injured are transmitted using
a best-effort approach. This undifferentiated service
cannot satisfy the different need for emergency triage
when the network has limited resources. Our solution
is complementary to previous solutions and provides
a prioritization service based on the patient condition
and healthcare data content while guaranteing the e2e
delay requirement of the healthcare data for those pa-
tients in critical situation. In this way, patients who need
immediate medical treatment will be served with higher
priority and critical vital signs will be transmitted faster
to the sink/base station and with higher reliability. To
the best of our knowledge, our solution is the first one
that takes the patient’s condition and data content into
account in wireless healthcare networks.

In [14], MEDiSN, a system for vital sign monitor-
ing of ambulatory patients, is proposed and evaluated
using empirical experiments in the emergency room.
Collection Tree Protocol (CTP), a routing protocol
provided by TinyOS, is used to forward vital signs to the
gateway. Nodes are divided into two classes with one
class of nodes called Physiological Monitors (PMs) and
the other class of nodes called Relay Points (RPs): these
two classes of nodes form a two-level architecture. PMs
are used to first sense the physiological data and then
forward to RPs; whereas RPs are dedicated to relaying
packets between PMs and the gateway (sink). Because
PMs are designed to not relay packets on behalf of
other nodes, patients are restricted to stay within the
area covered by the RPs. Therefore, limited mobility
is supported. Moreover the different roles of PMs and

RPs need to be pre-specified at deployment. This is
not required in our solution, where sensors deployed
on the patients can self-organize into a two-tier archi-
tecture. Nodes with higher computing power, battery
capacity, and networking capabilities are selected as
cluster heads, which can aggregate vital signs of one
patients. Cluster heads can also relay packets coming
from other patients so an external infrastructure (or
backbone) is not necessary; hence, seamless mobility
can be supported. Finally, CTP uses only one frequency
channel and route selection is based only on the link
quality indicator (LQI). The authors compared the
performance of CTP using two different frequencies: it
is shown that CTP using the frequency channel with less
interference—and hence higher LQI—provides better
performance than that using the frequency channel
with more interference. This shows that a solution
that can select a frequency channel with higher LQI
is preferable. Similar to CodeBlue, the prioritization
of different vital signs is not considered, which may
not satisfy the QoS requirements of different types of
data.

2.2 Multi-channel MAC Protocols

Multi-channel MAC protocols (several of which are
summarized and compared in [20, 33, 34]) have been
proposed to increase throughput and to reduce signal
interference. Depending on the number of transceivers
in use, the multi-channel MAC protocols are divided
into two classes: those with only one transceiver and
those with multiple (≥ 2) transceivers. Performance of
the second class is generally better than that of the first
class due to the ability of simultaneously receiving and
transmitting packets, and the ability of receiving mul-
tiple packets; however, this is achieved at the price of
higher hardware complexity and cost. Conversely, our
solution is designed to be practical and to run smoothly
on existing low-cost ZigBee devices, which have only
one transceiver. Therefore, our MAC approach falls
in the first class; for this reason, in the following we
focus on multi-channel MAC protocols using only one
transceiver.

Receiver-Initiated Channel-Hopping with Dual
Polling (RICH-DP) [28] is a receiver-initiated collision-
avoidance protocol that does not require carrier
sensing or the unique code assignment for collision-
free reception. All nodes in a network follow a common
channel hopping sequence for communications.

Unlike RICH-DP, Multi-channel MAC (MMAC)
[27] uses a default channel for traffic indication and
incorporate an energy-saving mechanism. The multi-
channel hidden terminal problem is solved by using
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temporal synchronization. Time is divided into fixed-
time intervals using beacons and have a small window
at the start of each interval to indicate traffic and
negotiate channels.

Like RICH-DP, Slotted Seeded Channel Hopping
(SSCH) protocol [1] employs a channel-hopping
scheme. But, unlike in RICH-DP, channel hopping is
not only used for control but also for data transmis-
sions. Scheduling packets are employed to arrange hop-
ping schedule so that communications do not interfere
with each other, while synchronization techniques are
employed to assign traffic to different channels.

Multi-channel MAC (McMAC) [26] is proposed to
avoid control channel congestion so that it can use
a large number of channels efficiently. Each node-
specific MAC address is used as a seed to generate
hopping sequence. Consequently, the receiver’s hop-
ping pattern can be predicted and different node pairs
are able to rendezvous at the same time on multiple
channels and communicate with each other. Compared
to SSCH, the hopping pattern is chosen at random
and careful pairwise scheduling is not needed. Also,
unlike in SSCH, network-wide synchronization is not
required.

Most of the above MAC protocol solutions are
designed to avoid contention or collision without
considering channel fading. Although Opportunistic
Multiradio MAC (OMMAC) [2] accounts for channel
fading, it is evaluated only by simulations and it is
not clear how well it would perform in a real environ-
ment. These protocols do not take the actual channel
quality measurements into account and, hence, cannot
avoid using channels hat may be experiencing severe
interference or fading. Therefore, the performance of
these MAC protocols is not optimized. There are also
some proposals such as [32, 37] using the RSSI value
to optimize multi-channel communication. However,
RSSI only characterizes received signal energy, which
does not capture the link characteristics such as channel
quality, reliability, and space and time coherence as our
solution does.

2.3 Packet scheduling algorithms

In data networks, packet scheduling has been used to
ensure QoS as a way to control packet delays. Of all
the scheduling techniques, two classes of scheduling
are of great importance in data networks: Generalized
Processor Sharing (GPS) [22, 23] (also called Weighted
Fair Queuing (WFQ) [6]) and Earliest Deadline First
(EDF) scheduling [4]. GPS schedules packets of each
flow with guaranteed minimum bandwidth according to
specified weights. It has been shown that e2e delay re-

quirements can be mapped into a bandwidth allocation
problem by appropriate admission control [23]. It has
also been shown that the close coupling between delay
and rate under GPS in deterministic delay bounds leads
to sub-optimal performance and decreased network
utilizations [7].

Conversely, an EDF scheduler assigns “deadlines” to
packets arriving at the scheduler and then serves the
packets in the ascending order of their assigned dead-
lines. Specifically, every time a packet arrives at one of
the queues it is assigned a deadline equal to its arrival
time plus the maximum tolerable queuing delay of the
packets. Every packet needs to be sorted according to
its deadline upon its arrival at the node; the packet
with the least deadline is then served first. It has been
shown that optimal performance can be obtained with
EDF policy for a single switch [4], and certain EDF
techniques can achieve better performance than those
using GPS [7]. Yet, the implementation of an EDF
server is more complicated than that of a GPS one, and
proper techniques are needed to make the cost of such
a server affordable in practice.

Several hybrid schedulers that combine EDF and
WFQ (such as [8] and [38]) are also proposed for IEEE
802.16 (also called WiMax) networks. They apply only
either EDF or WFQ but not both to a flow, depending
on the traffic QoS requirement. For example, in [38]
EDF is only applied to real-time Polling Services (rtPS)
(for real-time variant bit rate flows) while WFQ is only
applied to the non-real-time Polling Services (nrtPS)
(for non-real-time flows that require better than best
effort service, e.g., bandwidth-intensive file transfer).
Similarly, EDF is only applied to rtPS while WFQ is
only applied to nrtPS and Best Effort (BE) service (for
best effort traffic such as HTTP with no QoS require-
ments). These hybrid schedulers cannot satisfy the need
of vital sign traffic, which requires both class-based
service depending on patient’s condition and the flow-
based service to guarantee the e2e delay requirements,
as detailed in Section 4.4.

3 Proposed network scenario

Our scenario is assumed to be a network in the
hospital with large enough triage area and limited
number of base stations to collect vital sign data; in
such a scenario multihop communication would be
beneficial to improve the connectivity and to accommo-
date more traffic. The whole networking system is as-
sumed to be a two-tier hierarchical architecture (Fig. 1)
with the high-level tier being the network of BANs
(inter-BAN) and the low-level tier being the networks
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Fig. 1 Proposed physical network architecture

of BAN (intra-BAN). Sensor nodes deployed on a
patient form a body area network, which monitors,
collects, and pre-processes physiological data of the
patient the BAN is associated with. Inside each BAN,
a node with higher computing power, battery power,
and networking capabilities is selected to play the logic
role of Cluster Head (CH). This cluster head collects,
aggregates, and fuses the data from other sensors in the
cluster, performs data-consistency checks, and trans-
mits the processed data to the best base station. The
wireless station will then relay the data to a mobile
terminal such as laptop, PDA, or medical device, or to a
static terminal. Cluster heads, base stations, and mobile
and static terminals can also forward each others’ pack-
ets, share each others’ patient information, and access
database to obtain, if needed, the patient profile, i.e.,
the patient medical history.

This two-tier architecture calls for two dif ferent
protocol stacks, one for intra-BAN and the other
for inter-BAN communications. The inter-BAN pro-
tocol provides communication between BANs, while
the intra-BAN protocol is employed to aggregate pa-
tient’s vital signs. In this article, we focus on the

communications from the BANs to the base stations
so cluster heads are assumed to be pre-selected and
sinks/destination nodes are assumed to be the base
stations.

To seamlessly integrate the inter-BAN and intra-
BAN protocols, we adopt super-slots (Fig. 2), each of
which is divided into two parts: the first part (Inter-
BAN slot) with Multi-channel Quality-based MAC
(MQ-MAC) scheme (Section 4.2) for inter-BAN pack-
ets and the second part (Intra-BAN slot) with adap-
tive Time Division Multiple Access (TDMA) scheme
for intra-BAN packets. FTSP [18], a network synchro-
nization protocol that is implemented and included in
TinyOS 2.1, is used to synchronize the slots.

To avoid EMI, inter-BAN communications employ
multiple frequency channels. However, the operations

Fig. 2 Super-slot for MAC protocols
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are complicated. On the other hand, sensors in a cluster
do not need to communicate with other clusters and
are relative static. To reduce communication complex-
ity and overhead, the intra-BAN protocol is designed
to be simple while aiming at minimizing energy con-
sumption and reducing interference among inter-BAN
communications. We give a brief introduction of it here,
while the rest of the article will focus on inter-BAN
communications.

When the intra-BAN protocol starts, all the sensors
in one BAN probe the channels by sending out short
messages during intra-BAN slots. Upon reception of
these probing messages, CH collects the power and
channel information from these sensors, selects the best
available channel (i.e., the available channel with the
best Link Quality Indicator (LQI) [10] with least inter-
ference from neighboring BANs) and appropriate min-
imal transmission power levels for them, and broadcasts
control messages requesting the sensors to tune their
channels to the specified channel and adjust their trans-
mission powers. The adaptive TDMA scheme uses the
same channel for one BAN, where the intra-BAN slot
is divided into sub-slots that are accessed sequentially
for data aggregation. The number of sub-slots assigned
to one sensor is decided by its sampling frequency. The
CH can also broadcast other commands to change other
parameters such as sampling frequency of the sensor.

4 Proposed cross-layer solution

In this section, we present our cross-layer inter-BAN
communication solution for in-hospital triage. We first
provide a brief overview of the solution and then we
detail each component of it.

4.1 Overview

To maximize the network performance for in-hospital
triage, we adopt a cross-layer design modular approach
that jointly considers the interaction of three modules:
MAC, routing, and scheduling. With the interaction
between these modules, the e2e reliability of the vital
signs can be maximized with guaranteed e2e delays.

Cross-layer wireless communication solutions allow
for an efficient use of the scarce resources such as
bandwidth and battery energy. However, although we
advocate integrating highly specialized communication
functionalities to improve network performance and to
avoid duplication of functionalities by means of cross-
layer design, it is important to consider the ease of
design by following a modular design approach [24].
This will also allow improving and upgrading particular

functionalities without the need to re-design the entire
communication system. For these reasons, in our work
we rely on the above-mentioned design guidelines and
propose a cross-layer communication solution incor-
porating MAC, routing, and scheduling functionalities.
Our cross-layer solution is based on current ZigBee
standards and IMote2/TelosB sensors, which means
that it can be implemented and deployed without the
need for a new standard or hardware platform.

Interactions between the scheduling, MAC, and
routing modules are shown as in Fig. 3. Basically, each
module operates based on the input from the other
two modules and feeds back information in the reverse
direction so that the other modules can adjust their
operations. The MAC module collects the channel qual-
ity information and passes it to the routing module,
which uses this information to decide the route to the
sink. The routing module estimates the number of hops
Nsink, e2e reliability, and delay to the sink, passing them
to the scheduling module, which also utilizes Ntx (the
average number of transmissions to successfully send a
packet) to select a proper packet to transmit. Because
of the close interaction between these modules, the
traffic is served with different priority based on packet’s
emergency state and vital sign requirements.

4.2 Multi-channel quality-based MAC

Our Multi-channel MAC is designed to have partial
cognitive radio capability. In a cognitive radio system,
the cognitive process typically starts with spectrum
sensing, followed by channel identification and spec-
trum management [9]. In our case, spectrum sensing
is achieved by probing and sensing the quality of the

Fig. 3 Interactions between network modules
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Table 3 LQI RX (LQIT X ) table at receiver (transmitter)

Transmitter DCH11 DCH12 · · · DCH26
(receiver)

i1 LQI(1)
i1

LQI(2)
i1

· · · LQI(16)
i1

i2 LQI(1)
i2

LQI(2)
i2

· · · LQI(16)
i2· · · · ·

16 channels.1 The measured channel quality serves as a
metric to characterize channel activities and variations
such as fading. A channel with the best quality, i.e.,
the channel experiencing the least interference or fad-
ing, is chosen for packet forwarding. Moreover, as the
channel quality is observed at the receiver, the channel
is selected by the receiver in our MAC. By using the
measured LQI information on multiple channels, our
MAC captures channel variations, maximizes channel
utilization, reduces interference, and allows simultane-
ous transmissions.

The spectrum (channel) sensing protocol to probe
and track the LQI values of all the channels is designed
as follows. A dedicated Common Control CHannel
(CCCH) is used for all the nodes to exchange control
information. During initialization, a node sends probes
and listens on all available data channels. This can be
done by competing on CCCH with probes. The winner
sends probes over the available channels according to
a previously or dynamically agreed schedule. Upon
reception of these probes, the receivers build their
LQI RX tables (Table 3), which records the LQI values
of the channels. LQI RX is also updated upon the re-
ception of a packet on one channel. This LQI RX table
is broadcast periodically on CCCH for the transmitters
to build up their LQIT X table (Table 3), which will
be used by the transmitter for its egress (outgoing)
channel information. LQIT X is used by the transmitter
for routing, as discussed in Section 4.3.

Our MQ-MAC is shown in Fig. 4. After LQI RX is
built, nodes can forward data to each other with MQ-
MAC. At the start of a slot, when node i has a data
packet for j, it first sends out a Request-To-Send (RTS)
packet with the un-preferred channels on CCCH and l,
the data packet’s length. Here, l is used by the receiver
and its neighbors to estimate the time length that the
channel will be used. Upon receiving the RTS, j selects
the best available channel as,

CH∗
ij = arg max

CH∈ICH( j )
CH �∈�(i, j )

{
LQI RX

i

}
, (1)

1IEEE 802.15.4 specifies 16 channels within the 2.4 GHz band,
in 5 MHz steps, numbered 11 through 26. Central frequency
of channel n is given by [10]: fc = 2405 + 5(n − 11) MHz, n =
11, 12, . . . , 26.

Fig. 4 Proposed inter-BAN MQ-MAC protocol

where LQI RX
i is the set of ingress LQIs from i in table

LQI RX , ICH( j ) is the idle channel set (estimated by
overhearing RTS/CTS messages) in j’s neighborhood,
and �(i, j ) is the set of the unavailable channels just re-
ceived from i and the adjacent channels of those active
channels near j. Channels in �(i, j ) are not selected in
such a way as to avoid interference at the transmitter
and from adjacent channel [13]. Clear-To-Send (CTS)
is then broadcast with CH∗

ij and l on CCCH. If no
channel can be selected, CTS is broadcast with channel
number 0, telling i to backoff.

After receiving CTS, i sends back an ACKnowledge-
ment (ACK) message with CH∗

ij if this channel is not
reserved or active in the neighborhood. On hearing
this message, i’s neighbors will mark CH∗

ij as reserved.
Otherwise, i sends back a new RTS to ask j to re-select
another best channel. This negotiation is repeated until
the transmitter i and receiver j settle on a common
available channel.

Finally, i tunes its channel to CH∗
ij and starts the

transmission of the data packet to j. An ACK message
will be sent back to i for acknowledgement. If all these
steps are successful, i.e., all messages are received, i and
j will tune their channels back to CCCH. Otherwise,
retransmission will be made after a timeout expires un-
til the maximum number of retransmissions is reached.
The channel will be tuned back to CCCH upon the
maximum number of retransmissions or the end of
the slot.

Remark 1 Although the quality of egress channels can
be obtained in LQIT X , this information may not be
up to date. Hence, relying on the receiver to use CTS
to reserve the channel is a better way. 2) ACK is used
to reserve the channel at the transmitter while the new
RTS is for channel renegotiation.
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(a) Hidden Terminal Scenario

(b) Exposed Terminal Scenario

Fig. 5 Hidden/exposed terminal scenario

The hidden terminal problem is handled as depicted
in Fig. 5a. Suppose at first i is sending to j on channel
11 and k needs to send a packet to w. In one-channel
MAC protocols, this may result in one of the three
cases: neither i nor k can send; collision happens at j;
or k will backoff.

In our MQ-MAC, according to the above design,
RTS is broadcast with un-preferred channel 11, asking
w to select a channel via CTS; w chooses channel 14
according to (1). With the help of CTS and ACK, k
can use channel 14 to forward data to w. With different
channels, i and j, and simultaneously k and w, can
communicate without blocking each other.

Even another delicate situation can be handled. Sup-
pose that, right after i has sent a RTS to j, k also
sends a RTS to w, and then k receives j’s CTS before
w’s CTS, both trying to reserve channel 11. In such
a case, as j reserved channel 11 first, k will give up
channel 11 and send out another RTS to renegotiate
with w. Finally, i and j settle on channel 11 while k and
w settle on channel 14. Simultaneous communications
via different channels are still possible. Hence, hidden
terminal problem is handled.

Furthermore, the exposed terminal problem is also
handled as shown in Fig. 5b. In one-channel MAC
protocols, when this happens, normally either k will

not transmit or k still uses the same channel. Yet,
interference between both communication pairs still
exists due to the usage of the same channel. In our
proposed MQ-MAC, by overhearing i’s RTS and ACK,
k is able to select a different channel for transmit-
ting and, thus, interference will be greatly reduced.
Therefore, exposed terminal problem is better handled
than in other competing MAC protocols in the same
class. To show the advantage of our cognitive radio
approach, we compare our solution with the standard
one channel CSMA/CA MAC (denoted by OC-MAC).
The performance comparison is shown in Fig. 6a, b.

In a multi-hop scenario, comparisons are made with
a network that routes on shortest paths, i.e., paths
with the least number of hops to the sink. Our results
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show that exploiting channel diversity brings a lot of
improvement. The communication protocols are imple-
mented on TinyOS, the embedded operating system
designed for networked sensors. These protocols are
loaded into the TelosB sensors and tested in our test-
bed. Experiments were carried on in the aisles of the
floor (around 50 × 20m2) in our building with a sink
node located at one corner as shown in Fig. 11a. From
the results above, it is clear that our approach, which
exploits the channel diversity with measured channel
quality, achieves higher packet delivery ratio than those
using only one channel.

4.3 Channel quality based routing

These results show that our MQ-MAC protocol using
multi-channel and measured channel quality informa-
tion can achieve better MAC-layer performance than
competing schemes. We are interested now in extend-
ing it into routing and see how much improvement we
can obtain. Motivated by this, we propose a Channel
Quality Based Routing (CQBR) algorithm that uses
multi-channels and measured channel quality infor-
mation for routing. Moreover, the MQ-MAC scheme
proposed in Section 4.2 is also incorporated into the
routing algorithm.

We aim at achieving full utilization of the channels
and robustness against interference. The objectives of
our CQBR protocol are:

1. Use measured channel quality to select a route with
the best quality;

2. Select the optimal channel in terms of link quality;
3. Allow simultaneous transmissions on different

channels in the neighborhood.

Let us define the Route Quality Indicator RQISD, a
metric to measure the route quality from source S to D,
as

RQISD = min
(i, j )∈RSD

max
c∈ACHij

LQIc
ij, (2)

where (i, j ) is the link from i to j, RSD is the set of
links along the route from S to D, ACHij is the set of
available channels for link (i, j ), and LQIc

ij is the LQI
from i to j via channel c.

By combining routing and MQ-MAC, we obtain a
cross-layer protocol, CQBR, which selects the next hop
based on both the RQI estimated at the transmitter
and the best LQI channel measured at the receiver.
When a node needs to route traffic to the sink, it
selects the best next hop using RQI in the routing table
(Table 4), i.e., data traffic is forwarded to the neighbor
that has the best RQI. With the MQ-MAC protocol, the

Table 4 Routing table at node i

Destination Next hop Route quality Hops to sink

d1 j1 RQIij1d1 n1

d2 j2 RQIij2d2 n2

· · · ·

selected next hop commands the transmitter to tune to
the optimal channel for data forwarding. Note that the
number of hops to sink is used by the hybrid scheduler
(Section 4.4) to estimate the maximum tolerable delay
for the packets at current node.

Let us assume that i needs to route a packet to some
destination D; CQBR works by selecting the optimal
available next hop with the best RQI as,

j∗ = arg max
j∈N (i)

RQIijD, (3)

where N (i) is the set of i’s non-busy neighbors (esti-
mated by looking into the overheard RTS/CTS packets
with the data packet length) and RQIijD is the RQI
value of the route from i to sink D via j. Then, it utilizes
MQ-MAC to select the best channel and to forward the
packet to the next hop.

To illustrate how the routing protocol works, an
illustrative example is given in Fig. 7. The maximum
LQI values of each communication pair are given in the
figure, and the RQI values for route from 1 to sink via
2, from 1 to sink via 4, and from 7 to sink are 60, 100,
and 105, respectively, according to (2). When node 1
has data to send to the sink, it selects the route via 4 as
the RQI of this route is greater than that of the route
via 2. By using a route with high RQI, the node can be
sure that there is no bad LQI channel along the route.

Fig. 7 A CQBR example
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The routing tables needed by the protocol to prop-
erly operate, LQIT X and LQI RX , are created and
maintained as follows:

– Initialization: Channels are scanned and LQI RX is
created at each node. This table is then broadcast
for the neighbors to create their LQIT X tables.
Routing table is created from LQIT X with only the
entries to neighbors;

– LQI RX is updated upon reception of packets;
– Periodically, LQI RX and routing table are broad-

cast to neighbors;
– Update LQIT X with LQI RXs from the neighbors;
– Update routing table with LQIT X and routing in-

formation from neighbors.

The e2e performance of our MQ-MAC with CQBR
routing (MQMAC-CQBR) in terms of delay and relia-
bility is compared with the following protocols:

– Protocol stack with one-channel CSMA/CA MAC
protocol and routing on the path with the shortest
number of hops (OC-SHORTEST);

– Protocol stack with our Multi-Channel MAC and
routing on the path with the shortest number of
hops (MQMAC-SHORTEST).

The evaluation results in Fig. 8a, b show that our solu-
tion gives better performance both in terms of e2e delay
and reliability than the other two competing protocols.

4.4 Two-level scheduling algorithm

The above comparisons show that the cross-layer rout-
ing design detailed in Section 4.3 gives performance
improvement over conventional protocols using one
channel. Yet, protocols so far have no mechanism to
guarantee the delay requirements of the traffic. As dis-
cussed in Section 2.3, an EDF scheduler is an effective
way to bound the packet delay. Generally, a scheduler
with only one queue is not an efficient way to do EDF
scheduling. In contrast, as discussed in Section 4.4.2,
having a number of queues within the EDF scheduler
can decrease scheduling complexity and the queuing
delay for the packets, meeting the delay requirements
of different types of data. However, an EDF scheduler
alone only guarantees the traffic delay, and cannot pro-
vide differentiated service to distinct classes of traffic,
e.g., the red, yellow, and green traffic during triage.

Definition 1 A flow f (t)
i, j is defined as the traffic of

the same type t of sensing data with the same QoS
requirement sent from source i to destination j.
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Fig. 8 Comparison of the joint MAC and routing protocols

Obviously, the vital signs during triage have two
different QoS requirements with the first based on
patient’s condition and the second from the e2e re-
quirement of different f lows, as defined in Definition 1.
The first requirement is class specif ic while the second
is f low specif ic. GPS schemes can be used to pro-
vide class-specific service, which assigns different band-
widths to different classes of traffic. However, GPS
cannot guarantee the flow delay requirement. On the
other hand, EDF scheduling can provide guarantee e2e
services to the flows but cannot satisfy the class-specific
requirement for triage, where traffic from patients in
more critical conditions should be served earlier than
that from those patients in safer conditions. To take
the advantages of these two scheduling schemes, we
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adopt a two-level Hybrid Scheduling (HS) approach
with the first being EDF scheduling level to meet the
e2e requirement of the flows and the second being
GPS scheduling level based on the traffic class. Both
levels adapt to the traffic variations, thus maximizing
the reliability of these classes while meeting the flow
e2e requirements. As discussed in Section 2.3, hybrid
schedulers such as [8] and [38] can apply either EDF or
WFQ but not both to a flow, which cannot satisfy the
above traffic requirements.

Consequently, as shown in Fig. 9, two levels of
scheduling are employed to select a packet to send.
At the first level, f low-based scheduling, packets are
placed into three classes (red, yellow, and green) of
queues according to the associated patient’s condition.
Then, EDF scheduling is applied to choose a packet
for each class in the ascending order of the packets’
estimated expiration time. At the second level, class-
based scheduling, a GPS scheduler is proposed to se-
lect one among the chosen packets at the first level
for transmission. Suppose the weights assigned to the
red, yellow, green classes of queues are φR, φY , φG,
respectively, for the GPS scheduler, then it is clear that
we have φR + φY + φG = 1 and φR ≥ φY ≥ φG based on
the group’s significance. Note that these weights are
adjusted adaptively according to the feedback from the
sink.

Compared to the Differentiated Services (DiffServ)
approach to provide QoS to traffic, as defined in IETF
RFC 2474, our hybrid scheduling algorithm is different
in several aspects: 1) our algorithm can guarantee the
e2e delay requirements of the vital signs, while DiffServ
can only serve the traffic based on the class require-
ments and, thus, does not in general guarantee the
delay requirement of the vital signs; 2) our algorithm
is specifically tailored for patient emergency and delay
requirements of vital signs, as in Table 1, while DiffServ
is designed for different classes of traffic such as voice

Fig. 9 Hybrid scheduler (HS)

and video with quite different requirements; 3) our
algorithm can adjust the traffic class coefficients adap-
tively using feedback information from the sink, while
DiffServ generally does not use any feedback mecha-
nism and therefore is not able to adapt to changes of
network traffic. On the other hand, compared with the
Integrated Services (IETF RFC 1633) QoS approach,
which treats each flow individually without bundling
them into aggregates belonging to the same class, our
algorithm has much lower complexity and better scal-
ability although a certain “bandwidth inefficiency” is
introduced, as will be discussed in Section 4.4.2.

In the following sections, we focus on the feed-
back mechanism to maximize the reliability of different
classes of traffic with guaranteed e2e delay require-
ments of different flows.

4.4.1 Class-based scheduling with feedback

To maximize the reliability for these three classes of
traffic while guaranteing e2e delay, an adaptive feed-
back mechanism is used to adjust the GPS weight triple
(φR, φY , φG) at each CH. Feedback packet follows the
reverse path from the sink to the source. Depending on
the feedback from the sink, which includes the relia-
bility value per class and the average delay per flow,
the parameters of the scheduler (number of queues
and fraction of capacity to red/yellow/green queues) are
adjusted on each node along the path from the source
to the destination.

In our work, packets of higher class—red or yellow—
are delayed to reliably deliver traffic of lower class—
yellow and green—, respectively, so that the reliability
of the lower class is maximized. Note that the e2e delay
requirements for the higher classes are still guaranteed.
A packet is reliably delivered to the destination when it
is received before it expires, while expired packets are
dropped in the network no matter their class (color).

This mechanism relies on the sink to record statis-
tical data, which includes the numbers of packets and
average delay per flow. This data is then sent back
to the source CHs to adjust their weight triples
(φR, φY , φG). To improve the efficiency, the statistic
data is put into one packet and periodically sent back
to the corresponding source CHs. Note that, as feed-
back packets follow the reverse path from the sink to
the source, no additional routing overhead is needed.
Finally feedback information can be aggregated, using
techniques such as multicasting, which can further re-
duce the overhead to route the feedback information.

The problem of updating the triple (φR, φY , φG) for
a network with NB CHs is actually a stochastic network
problem whose formulae for the delays or reliability for
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each flow are hard to derive. Our approach here is to
use the following numerical method, which is shown to
provide excellent results.

Suppose that the measured e2e reliability γ e2e
R , γ e2e

Y ,
γ e2e

G , and time difference δe2e
R , δe2e

Y , δe2e
G between corre-

sponding Time-To-Lives (TTLs) and the measured e2e
delays are obtained from the sink’s feedback informa-
tion. Our algorithm trades γG for γR and γY in light
congestion condition, and γG and γY for γR in moder-
ate congestion condition by adjusting (φR, φY , φG), as
shown in Algorithm 1, where αR, βR, βY ∈ (0, 1) are ad-
justment coefficients, and �e2e

R , �e2e
Y , �e2e

G are threshold
values for δe2e

R , δe2e
Y , δe2e

G , respectively. The complexity
for this algorithm is O(1).

Algorithm 1 Adaptive GPS Algorithm
if Receive Feedback From the Sink then

// Heavy Congestion
if γ e2e

R < 1 and φG �= 0 then
φR = φR + φG/2; φG = φG/2

end if
if γ e2e

R < 1 and φY �= 0 and φG = 0 then
φR = φR + φY/2; φY = φY/2

end if
// Intermediate Congestion
if γ e2e

R = 1 and γ e2e
Y < 1 and φG �= 0 then

φY = φY + φG/2; φG = φG/2
end if
if γ e2e

R = 1 and γ e2e
Y < 1 and φG = 0 then

if δe2e
R > �e2e

R then
φY = φY + αRφR; φR = (1 − αR)φR

end if
end if
// Light Congestion
if γ e2e

R = 1 and γ e2e
Y = 1 then

if δe2e
R > �e2e

R and δe2e
Y > �e2e

Y then
φG = φG + βYφY + βRφR

φY = (1 − βY)φY ; φR = (1 − βR)φR

end if
if δe2e

R ≤ �e2e
R and δe2e

Y > �e2e
Y then

φG = φG + βYφY ; φY = (1 − βY)φY

end if
if δe2e

R > �e2e
R and δe2e

Y ≤ �e2e
Y then

φG = φG + βRφR; φR = (1 − βR)φR

end if
end if

end if

As it is hard to derive the formulae for such a
stochastic network, trying to find the optimal φR, φY ,
and φG is difficult. Our solution adjusts them based
on the network congestion status determined from the
feedback information. It is obvious that we should trade

the service to the ‘yellow’ (or ‘green’) traffic for the
service to the ‘red’ (or ‘yellow’) traffic. Therefore, the
coefficients for the less important traffic are adjusted
in a coarser manner and this is taken as a guideline for
the design of Algorithm 1. For example, if the network
is found to be in heavy congestion (Table 2), φR is
adjusted by adding half of φY (or φG) while φY (or
φG) is adjusted by taking half of the original value. If
the network is found to be in intermediate congestion
(Table 2), the algorithm first tries to degrade the service
to the ‘green’ traffic by adding half of φG. If there is
no ‘green’ traffic to degrade and the requirement for
‘red’ traffic is satisfied, it then tries to increase φY by de-
creasing φR; αR can be small so that the service to ‘red’
traffic will not be greatly degraded. For these cases, the
coefficients for less important traffic are adjusted in a
coarser way by taking half of the original value than
that for the ‘red’ traffic in order to guarantee the service
to the ‘red’ traffic. In the case that the service to the
‘red’ traffic is guaranteed, the coefficients are adjusted
using a smaller step size. In this way, φR, φY , and φG can
approach their optimal values with iterations. Similar
adjustments are used in other congestion cases.

Once (φR, φY , φG) is updated, the scheduler will re-
calculate virtual f inish time [22] and schedule the trans-
mission based on the new values. Notice that as only
3 packets (one from each class) are to be scheduled
each time, updating virtual finish time is quick. Hence,
the transmission disorder problem [35] can be easily
handled.

4.4.2 Flow-based scheduling optimization

With the triple (φR, φY , φG) tuned, the next step is
to adjust the number of queues within each class so
that the ‘bandwidth inefficiency’ is minimized while
limiting the EDF scheduling complexity. With the EDF
algorithm, every packet in a group needs to be sorted
according to its deadline when it arrives at the node.
The complexity for this sorting operation is O(log k),
where k is the number of packets in the buffer. One
original method to reduce the complexity is to main-
tain a number of queues for the flows into the node.
Arriving packets are put into the end of one queue
that can guarantee the delay requirement properly. The
complexity is reduced to O(log N), where N is the
number of flows arriving at the node.

In a heterogenous environment, such as for wireless
vital sign monitoring networks, there are many types of
data with different requirements and delay constraints.
The maximum tolerable queuing delay by this data can
therefore vary depending on the temporal correlation
of the vital sign: it is small for vital signs such as ECG
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readings and larger for temperature readings. Delay
constraint is critical for vital healthcare data. On the
other hand, it is also necessary to guarantee that the
delay insensitive data do not starve, i.e., do not suffer
from an uncontrolled delay so to keep certain QoS
provisioning.

Hence, in order to handle the heterogenous data,
we build an EDF scheduler with N queues where N
is the number of the flows. However, when N is large,
the complexity O(log N) is large, which may not be too
much of improvement with respect to the case in which
the sorting operation is per packet (e.g., if N is not
much smaller than k). On the other hand, if we reduce
the number of queues to have a lower complexity, a
packet with tolerable queuing delay D may be placed in
a queue with a smaller queuing delay (< D), which in-
troduces certain ‘bandwidth inefficiency’ resulting from
assigning packets with higher tolerable delays to queues
with small delays.

Considering the limited processing capability of the
sensors, it is necessary to find a solution so that each
sensor maintains an appropriate number of queues
by trading off admissible complexity and ‘bandwidth
inefficiency’. To be more specific, we define bandwidth
inef f iciency as follows.

Definition 2 Assume that there is a set of queues

Q = {q1, q2, . . . , qK}
in some node with maximum delays D = {d1, d2, . . . ,

dK}, respectively, such that d1 < d2 < · · · < dK. If
we consider dK+1 = ∞, the bandwidth inefficiency
(or simply inefficiency) with EDF scheduling for this
node is

η =
K∑

i=1

∑

ξ∈�,

di≤d(r)
ξ <di+1

Rξ ·
(

d(r)
ξ − di

)
, (4)

where � is the set of packets in these queues, d(r)
ξ

is packet ξ ’s remaining maximum tolerable delay at
current node, and Rξ is the bit rate for sending ξ .

Note that the reason for subtracting di from d(r)
ξ in

(4) is due to the fact of putting ξ into qi. As d(r)
ξ < di+1,

ξ may expire if it is put into queue q j with j > i. On
the other hand, if ξ is put in q j with j < i, then it
may increase the risk of other packet’s expiration. For
example, packet ξ ′ arrives after ξ with d(r)

ξ ′ < d(r)
ξ . Yet,

ξ must be served before ξ ′, causing possible deadline
expiration for ξ ′ since ξ may be served at a time that ξ ′
expires. Hence, it is the right choice to put ξ in qi. The
maximum tolerable delay at current node is estimated

by dividing the remaining alive time by Nsink · Ntx (as
introduced in Section 4.1).

Our EDF scheduling scheme works by measuring
the traffic queueing delay and adaptively adjusting to
the observed variations. Suppose that during one mea-
sured period the observed minimum packet delay is
dmin and the maximum packet delay dmax. The delay
between dmin and dmax is divided into M − 1 inter-
vals (M > 2) with the end points being di = dmin +
(i − 1)(dmax − dmin)/(M − 1) for i = 1, 2, . . . , M. These
end points correspond to the maximum delays of M
queues q1, q2, . . . , qM. A packet ξ is put into qi if
its maximum tolerable delay at this node d(r)

ξ satisfies

di ≤ d(r)
ξ < di+1. Suppose that during this observation

period, the numbers of packets within these queues are
N1, N2, . . . , NM, respectively. Starting from these M
queues, an iterative procedure is executed to reduce the
number of queues from M to the desired number Md by
combining these queues. Our goal here is to minimize
the bandwidth inef f iciency while maintaining the de-
sired number of queues. Within each iteration, a queue
is combined into another with minimum inefficiency,
resulting in M − Md iterations.

As IEEE 802.15.4 has only one bit rate of 250 kbps,
Rξ ’s are all the same. Hence, we can remove Rξ from
(4). Moreover, the relative inefficiency of the packet
within a queue is fixed when this queue is combined
into another queue. Therefore, we can ignore this
inefficiency within the queue and estimate the relative
inefficiency between the queues when we combine the
queues with minimized inefficiency. To be more exact,
suppose q j (with N j packets and maximum delay d j) is
combined into qi (with maximum delay di and di < d j),
then the increased inef f iciency for this combination is
defined as η̂ ji = N j × (d j − di).

The basic idea of our algorithm is as follows: starting
from the current set of queues, we calculate the in-
creased inefficiency of combining a queue with its pre-
vious queue. Then, the queue with the least increased
inefficiency is selected to combine with its previous
queue. This is repeated until we reach Md queues.

For clarity, Fig. 10a–d show the step-by-step proce-
dure of our algorithm. Suppose we have five queues q1

to q5 with the number of packets being 4, 1, 2, 3, 2,
respectively. Their maximum delays are d1, d2, . . . , d5

such that di+1 − di = 1 (i = 1, . . . , 4). We want to
combine these 5 queues into two while minimiz-
ing the inefficiency. As shown in Fig. 10a, the in-
creased inefficiency η̂s of combining only one queue
with corresponding preceding queue is calculated as
+1, +2, +3, +2. For instance, combining q4 into q3 re-
sults in increased inefficiency of η̂43 = N4(d4 − d3) =
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Fig. 10 Queue combination example

3 × 1 = 3. Comparing these η̂s, we select q2 to join q1,
as shown in Fig. 10b. Then, the η̂’s are calculated as
+4, +3, +2. Note that the displacement of the max-
imum delay from q3 to q1 is now d3 − d1 = 2. So,
the increased inefficiency of combing q3 to q1 can be
computed as η̂31 = N3(d3 − d1) = 2 × 2 = 4. As +2 is
the minimum η̂, q5 is combined into q4, resulting in
three queues q1, q3 and q4, as depicted in Fig. 10c. This
iteration goes on until the desired number of queues
is reached. Note that in Fig. 10c η̂ from the combined
q4 to q3 is evaluated as N4(d4 − d3) + N5(d5 − d3) =
3 × 1 + 2 × 2 = 7, while η̂ from q3 to the combined q1

is evaluated as N3(d3 − d1) = 2 × 2 = 4. In Fig. 10d, η̂

from the combined q4 to the combined q1 is evaluated
as N4(d4 − d1) + N5(d5 − d1) = 3 × 3 + 4 × 2 = 17.

At the beginning of each iteration, χ is used to
denote the ascending index set of the combined queues
such that χi represents the minimum index of the initial
queues for the i-th combined queue, i.e.,

χi = min{ j |q j is combined into the

i-th combined queue}.
The i-th combined queue has the maximum delay as qχi ,
i.e., dχi . As our algorithm merges neighboring queues,
this i-th combined queue contains q j such that χi ≤
j < χi+1. Specifically, at each iteration, the increased
inefficiency to combine queues specified by χi+1 to χi

can be formulated as,

η̂(i+1)i =
∑

χi≤k<χi+1

Nk
(
dk − dχi

)
. (5)

The EDF scheduler merges the neighboring queues
specified by χi∗ and χi∗+1 such that

i∗ = arg min
1≤i<size(χ)

η̂(i+1)i, (6)

where size(χ) is the number of elements in set χ ,
which is updated by removing χi∗+1. The algorithm

then iterates on the new χ until the desired number of
combined queues is reached, as shown in Algorithm 2.
The complexity of this algorithm is O((M − Md)M).

Algorithm 2 Algorithm to merge M queues to Md

queues (M ≥ Md)
Initialization: χ = {1, 2, . . . , M}, d1 < d2 < · · · < dM

for j=M to Md + 1 do
//Find the combined queue with minimum in-
creased inefficiency
η̂min = +∞; imin = 0
for i=1 to size(χ)-1 do

η̂i = ∑
χi≤k<χi+1

Nk(dk − dχi)

if η̂min > η̂i then
η̂min = η̂i; imin = i

end if
end for
//Merge neighboring queues
Remove χimin+1 from χ

end for

5 Performance evaluation

To evaluate the whole solution presented in Section 4,
we implemented the protocols on TinyOS and loaded
them into the IMote2/TelosB sensors and tested in our
testbed.

5.1 Experiment setup

Experiments were carried on in the aisles of the floor
(around 50 × 20m2) in our building with a sink node
located at one corner (Fig. 11a) and NB BANs evenly
distributed in the aisles to emulate multiple patients
to be triaged. Every BAN has 3 TelosB sensors that
emulate the sampling of ECG, CO2, and CVP blood
pressure data, respectively, and forward them to one
IMote2 sensor acting as a CH, forming a BAN. As
shown in Fig. 11b, the IMote2 on top of the cup is the
CH with 3 TelosB around it as intra-BAN sensors. Each
CH will forward the data for itself or other BANs to the
sink. Hence, the entire network is composed of several
BANs, overall forming a two-tier architecture.

These ECG, CO2, and CVP blood pressure vital
signs are segments of raw data taken from one pa-
tient, representing delays of low, medium, and high,
respectively. Sampling rates are chosen to be 100, 63,
and 63 Hz according to Table 1, respectively, while
delays are chosen to be 10, 70, and 120 s, respectively.
Every 30 min every node changes randomly into one
of the ‘Red’, ‘Yellow’, and ‘Green’ status. Queuing
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Fig. 11 Experiment scenario

parameters are set as: αR = 0.3, βR = 0.3, βY = 0.3,
�e2e

R = �e2e
Y = �e2e

G = 1 s, and Md = 4. Initial number of
queues for these 3 types of patients are set to 10, while
initial values for φR, φY , φG are set to 0.5, 0.35, 0.15,
respectively.

As our solution exploits channel diversity and quality
information to avoid interference, we are interested in
comparing it with approaches using only one channel
and those that do not rely on link-quality information.
Specifically, our solution is compared against the fol-
lowing two protocols:

1. One-channel protocol without any LQI informa-
tion (LEAST), which only knows if a link to an-
other node is available or not and routes on the
path with the least number of hops;

2. One-channel protocol with probing (PROBE),
which probes for the best channel first, then stays
on this channel for communications, and routes
with the maximum RQI (defined as the minimum
LQI value among the links along a route, i.e.,
min(i, j )∈RSD LQI(i, j )).

We are interested in measuring and comparing the
e2e performance including delay, reliability, and fair-
ness associated with delay and reliability. In this pa-
per, we adopt Jain’s fairness measure [12], which is
defined as f (x1, x2, . . . , xn) = (

∑
i xi)

2

n(
∑

i x2
i )

for a set of values
x1, x2, . . . , xn, and compare these protocols. It ranges
from 1/n (worst case, i.e., most unfair) to 1 (best case,
i.e., maximum fairness for all these n values).

5.2 Delay and reliability

The curves for our solution in the following figures
are denoted by “X-MQMAC-CQBR-HS”, where X
represents the patient’s data type (ECG/CO2/CVP).
As for e2e delay, our experiment (Fig. 12a) shows
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that MQMAC-CQBR-HS < PROBE < LEAST. On
average, MQMAC-CQBR-HS has the least e2e delay,
while LEAST has the greatest delay, whit PROBE in
the middle. The reason why MQMAC-CQBR-HS is
better than PROBE is that it has a hybrid scheduler to
guarantee delay; consequently, the Packet Error Rate
(PER) is reduced by exploiting channel diversity to al-
low simultaneous transmissions and avoid interference,
and by selecting the best route with best link quality;
conversely, PROBE does not have the scheduler and
can only select the best route with good link quality
without the option of choosing better channels. On
the other hand, PROBE is better than LEAST as the
latter chooses the route with the shortest number of
hops, leading to the severest interference from neigh-
bor nodes while PROBE tends to select better links for
packet forwarding.

Our proposal provides effective priority services
based on the vital sign’s e2e delay requirements. As
for e2e delay, we have ECG < CO2 < CVP. Note that
when NB is small, the delay of the CVP data is less
than that of PROBE as it can choose better channels
while PROBE cannot. When NB becomes bigger, the
lowest priority offered to the CVP data due to largest
delay requirement introduces much delay that cannot
be offset by using good LQI channels so the delay is
greater than that with the non-priority PROBE.

As far as the e2e reliability is concerned (Fig. 12b),
as NB increases, all these protocols show decreasing
reliability due to an increased interference and a higher
number of hops to the sink, which result in increased
PER. Due to similar reasons as above, MQMAC-
CQBR-HS has the highest reliability while LEAST has
the worst, and data with stricter delay requirement get
better reliability, too.

5.3 Fairness

As depicted in Fig. 13a, MQMAC-CQBR-HS has bet-
ter e2e delay fairness than the other two competing
protocols. It has more distributive routes because when
certain link or channel becomes bad, it can select an-
other one with higher RQI or LQI to forward pack-
ets. On the other hand, LEAST does not offer such
flexibility so traffic cannot get through so quickly, re-
sulting in decreased fairness for distant nodes. PROBE
only has the option to dynamically select routes but
not the channel so its delay fairness lies in between the
other two protocols. Data with stricter delay require-
ment obtain better fairness because they are forwarded
in a timely manner.

Similar case happens when reliability fairness is
taken into account as shown in Fig. 13b. With options
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Fig. 13 Fairness comparison

to dynamically choose routes (based on RQI) and
channels (based on channel quality), MQMAC-CQBR-
HSi gives the best reliability fairness, while PROBE
has the medium performance with only one option for
dynamic route selection and LEAST provides the worst
fairness due to the inflexibility w.r.t. both options. For
a similar reason as above, our solution provides better
fairness to vital signs with stricter delay requirement.

5.4 Effects on vital signs

Finally, in order to see the effects of our solution on
the patient’s vital signs, we compared the received
signals with the generated one. We plot a sample of the
received ECG signals at the sink from the same node
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Fig. 14 ECG signals (NB = 14)

in three different states when NB is 14, as depicted in
Fig. 14. The delay of these patient signs can be found
by looking at the delay on time axis, while the error due
to loss of data can be identified by noticing the voltage
of the signals. Compared with the original signal, it is
clear that ‘Red’ patient experiences the least loss and
delay, while ‘Green’ patient has the largest loss and
delay. Sign errors for different classes due to packet loss
is compared in Fig. 15.

Note that the received signs are raw received data
and the lost data are padded with zeros. Sophisticated
signal processing techniques can be applied for better
signal recovery. In this paper we focus on providing a
solution for in-hospital networks so using better signal
processing techniques is left as future work.
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6 Conclusions and future work

Many solutions to avoid interference and to guarantee
Quality Of Service (QoS) requirements have been pro-
posed for wireless sensor networks in the past years.
These solutions, however, are not tailored for med-
ical applications for healthcare monitoring, where vital
signs should be forwarded to the medical team reliably
within a specified delay in order to save lives in critical
situations such as in-hospital triage.

In this article, we proposed, implemented, and evalu-
ated a novel in-network solution to prioritize the trans-
mission of patient vital signs for in-hospital triage using
wireless body area networks. A cross-layer communica-
tion solution jointly considering three functionalities—
routing, medium access control, and scheduling—was
designed to support the interference-aware prioriti-
zation services based on both patient condition and
healthcare data content. By providing better wireless
channels to patients who need more immediate services
and scheduling packets based on the patient’s condition
and data requirements, our solution offers higher relia-
bility and lower delay for patients who need immediate
medical treatment. Field experiments show that our
solution offers better performance than conventional
wireless protocols.

Our proposed solution provides a networking solu-
tion to forward vital signs to the sink(s) reliably while
guaranteeing the QoS requirements, which depend on
the patient’s triage condition and the data type. Our
solution is based on the assumption that patients have
been categorized into three triage classes. This assump-
tion can be removed by integrating with data aggrega-
tion techniques that can provide high-level assessment
of the physiological status and movement activities us-
ing the sampled sensor readings.

Future work will be to evaluate the performance
of our solution in real medical environments such as
emergency rooms in the hospital. Moreover, algorithms
to categorize patients into “red”, “yellow” and “green”
classes by jointly considering different types of vital
signs will also be designed and developed. Advanced
signal processing techniques will also be researched and
applied to recover the lost data or even the original vital
sign signals at the receiver.
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