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ABSTRACT
In this paper, different deployment strategies for two-dimensional
and three-dimensional communication architectures for UnderWa-
ter Acoustic Sensor Networks (UW-ASNs) are proposed, and sta-
tistical deployment analysis for both architectures is provided. The
objectives of this paper are to determine the minimum number of
sensors needed to be deployed to achieve the optimal sensing and
communication coverage, which are dictated by the application;
provide guidelines on how to choose the optimal deployment sur-
face area, given a target region; study the robustness of the sensor
network to node failures, and provide an estimate of the number of
redundant sensors to be deployed to compensate for possible fail-
ures.

Categories and Subject Descriptors:
C.2.1 [Computer-Communication Networks]: Network Architec-
ture and Design-Network topology

General Terms: Design, Performance, Reliability.

Keywords: Underwater Acoustic Sensor Networks, Deployment.

1. INTRODUCTION
Underwater sensor networks are envisioned to enable applica-

tions for oceanographic data collection, ocean sampling, environ-
mental and pollution monitoring, offshore exploration, disaster pre-
vention, tsunami and seaquake warning, assisted navigation, dis-
tributed tactical surveillance, and mine reconnaissance. There is,
in fact, significant interest in monitoring aquatic environments for
scientific, environmental, commercial, safety, and military reasons.
While there is a need for highly precise, real-time, fine grained
spatio-temporal sampling of the ocean environment, current meth-
ods such as remote telemetry and sequential local sensing cannot
satisfy many application needs, which call for wireless underwater
acoustic networking. UnderWater Acoustic Sensor Networks (UW-
ASN) [1] consist of sensors that are deployed to perform collabo-
rative monitoring tasks over a given region. UW-ASN communica-
tion links are based on acoustic wireless technology, which poses
unique challenges due to the harsh underwater environment, such
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as limited bandwidth capacity [7], high and variable propagation
delays [3], high bit error rates, and temporary losses of connectiv-
ity caused by multipath and fading phenomena [8].

We consider two communication architectures for UW-ASNs,
i.e., the two-dimensional architecture, where sensors are anchored
to the bottom of the ocean, and the three-dimensional architecture,
where sensors float at different ocean depths covering the entire
monitored volume region. While the former is designed for net-
works whose objective is to monitor the ocean bottom, the latter is
more suitable to detect and observe phenomena that cannot be ade-
quately observed by means of ocean bottom sensor nodes. We pro-
pose different deployment strategies, and provide a mathematical
analysis to study deployment issues concerning both architectures,
with the objectives below:

i) Determine the minimum number of sensors needed to be de-
ployed to achieve the target sensing and communication coverage,
which are dictated by the application;

ii) Provide guidelines on how to choose the optimal deployment
surface area, given a target region;

iii) Study the robustness of the sensor network to node failures,
and provide an estimate of the number of redundant sensors to be
deployed to compensate for possible failures.

The remainder of this paper is organized as follows. In Sec-
tion 2, we review related literature. In Section 3, we describe
the two-dimensional and three-dimensional architectures for UW-
ASNs, and discuss the relevant deployment challenges. In Section
4, we derive geometric properties of the triangular-grid deploy-
ment, evaluate the trajectory of a sinking device under the pres-
ence of ocean currents, compute the deployment surface area to
deploy sensors when a 2D bottom target area needs to be covered,
and provide an estimate of the number of redundant sensors to com-
pensate for possible failures. In Section 5, we propose and compare
through simulation experiments three deployment strategies for 3D
UW-ASNs. Finally, in Section 6, we draw the main conclusions.

2. RELATED WORK
The problem of sensing and communication coverage for terres-

trial sensor networks has been addresses in several papers. How-
ever, to the best of the authors’ knowledge, this work is the first to
study deployment issues for underwater sensor networks. Many
previous deployment solutions and theoretical bounds assuming
spatio-temporal correlation, mobile sensors, redeployment of nodes,
and particular deployment grid structures may not be feasible for
the underwater environment.

In particular, in [6], methods for determining network connectiv-
ity and coverage given a node-reliability model are discussed, and
an estimate of the minimum required node-reliability for meeting
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Figure 1: Architectures for two-dimensional (a) and three-dimensional (b) UW-ASNs; (c): Trajectory of a sinking object

a system-reliability objective is provided. An interesting result is
that connectivity does not necessarily imply coverage. As the node-
reliability decreases, in fact, the sufficient condition for connec-
tivity becomes weaker than the necessary condition for coverage.
Although [6] provides useful theoretical bounds and insight into
the deployment of wireless terrestrial sensor networks, the analysis
is limited to grid structures. In [2], two coordination sleep algo-
rithms are compared, a random and a coordinated sleep scheme. It
is shown that when the density of the network increases, the duty
cycle of the network can be decreased for a fixed coverage. Al-
though [2] provides sound coverage algorithms for terrestrial sen-
sor networks, its results cannot be directly applied to the underwa-
ter environment where the sensor density is much lower than in the
terrestrial case, and spatio-temporal correlation cannot often be as-
sumed [1]. In [9], sensor coverage is achieved by moving sensor
nodes after an initial random deployment. However, [9] requires
either mobile sensor nodes or redeployment of nodes, which may
not be feasible for UW-ASNs. In [4], sensing and communication
coverage in a three-dimensional environment are rigorously investi-
gated. The diameter, minimum and maximum degree of the reach-
ability graph that describes the network are derived as a function of
the communication range, while different degrees of coverage (1-
coverage and, more in general, k-coverage) for the 3D environment
are characterized as a function of the sensing range. Interestingly, it
is shown that the sensing range r required for 1-coverage is greater
than the transmission range t that guarantees network connectiv-
ity. Since in typical applications t ≥ r, the network is guaranteed
to be connected when 1-coverage is achieved. Although these re-
sults were derived for terrestrial networks, they can also be applied
in the underwater environment. Thus, in this paper, we will focus
on the sensing coverage when discussing deployment issues in 3D
UW-ASNS, as in three-dimensional networks it implicitly implies
the communication coverage.

3. COMMUNICATION ARCHITECTURES
We consider two communication architectures for underwater

sensor networks, i.e., a two-dimensional and a three-dimensional
architecture [1], and identify the relevant deployment challenges.
As in terrestrial sensor networks, in UW-ASNs it is necessary to
provide communication coverage, i.e., all sensors should be able to
establish multi-hop paths to the sink, and sensing coverage, i.e., the
monitored area should be covered by the sensors. More formally,
the sensing range r of a sensor is the radius of the sphere that mod-
els the region monitored by the sensor (sensing sphere). A portion
Aη of the monitored region A is said to be k-covered if every point

in Aη falls within the sensing sphere of at least k sensors. The k-
coverage ratio ηk of a monitored region A is the fraction of the vol-
ume/area that is k-covered by a 3D/2D UW-ASN, respectively. In
the following, we will consider the case of k = 1 both for 2D and
3D networks to obtain simple 1-coverage η1 of the region, since
underwater sensors may be expensive devices and spatio-temporal
correlation may not be assumed [1].

3.1 Two-dimensional UW-ASNs
A reference architecture for two-dimensional underwater sensor

networks is shown in Fig. 1(a), where deployed sensor nodes are
anchored to the bottom of the ocean. Underwater sensors may be
organized in a cluster-based architecture, and be interconnected
to one or more underwater gateways (uw-gateways) by means of
wireless acoustic links. Uw-gateways are network devices in charge
of relaying data from the ocean bottom network to a surface station.
They are equipped with a long-range vertical transceiver, which is
used to relay data to a surface station, and with a horizontal trans-
ceiver, which is used to communicate with the sensor nodes to send
commands and configuration data, and to collect monitored data.
The surface station is equipped with an acoustic transceiver, which
may be able to handle multiple parallel communications with the
uw-gateways, and with a long-range radio transmitter and/or satel-
lite transmitter, which is needed to communicate with an onshore
sink and/or to a surface sink.

The main challenges that arise with such two-dimensional ar-
chitecture are: i) determine the minimum number of sensors and
uw-gateways that need to be deployed to achieve the target sensing
and communication coverage, which are dictated by the application
requirements; ii) provide guidelines on how to choose the optimal
deployment surface area, given a target bottom area; iii) study the
topology robustness of the sensor network to node failures, and
provide an estimate of the number of redundant sensor nodes to be
deployed to compensate for failures. In Section 4, we discuss in
detail these issues and provide solutions.

3.2 Three-dimensional UW-ASNs
Three-dimensional underwater networks are used to detect and

observe phenomena that cannot be adequately observed by means
of ocean bottom uw-sensor nodes, i.e., to perform cooperative sam-
pling of the 3D ocean environment. In this architecture, sensors
float at different depths to observe a given phenomenon. One pos-
sible solution would be to attach each sensor node to a surface
buoy, by means of wires whose length can be regulated to adjust
the depth of each sensor node. However, although this solution
enables easy and quick deployment of the sensor network, multi-
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ple floating buoys may obstruct ships navigating on the surface, or
they can be easily detected and deactivated by enemies in military
settings. Furthermore, floating buoys are vulnerable to weather and
tampering or pilfering. A different approach is to anchor winch-
based sensor devices to the bottom of the ocean, as depicted in Fig.
1(b). Each sensor is anchored to the ocean bottom and is equipped
with a floating buoy that can be inflated by a pump. The buoy pulls
the sensor towards the ocean surface. The depth of the sensor can
then be regulated by adjusting the length of the wire that connects
the sensor to the anchor, by means of an electronically controlled
engine that resides on the sensor [1].

Many challenges arise with such architecture, which need to be
solved in order to enable underwater monitoring, including: i) sen-
sors should collaboratively regulate their depth in order to achieve
3D sensing coverage of the ocean column, according to their sens-
ing ranges; ii) sensors should be able to relay information to the
surface station via multi-hop paths, as in 3D underwater networks
there may be no notion of uw-gateway. Thus, network devices
should coordinate their depths in such a way as to guarantee that
the network topology be always connected, i.e., at least one path
from every sensor to the surface station always exists, and achieve
communication coverage. We discuss sensing and communication
coverage in 3D UW-ASNs in Section 5, and propose three deploy-
ment solutions.

4. DEPLOYMENT IN A 2D ENVIRONMENT
In this section, we provide a mathematical analysis of the graph

properties of sensor devices that are deployed on the surface of
the ocean, sink, and reach the ocean bottom. To achieve this, we
study the trajectory of sinking devices (sensors and uw-gateways)
when they are deployed on the ocean surface with known initial
conditions (position and velocity). This allows us to capture both
the case when sensor nodes are randomly deployed on the ocean
surface, e.g., scattered from an airplane, or the case when sensors
are accurately positioned, e.g., released from a vessel.

To address the deployment challenges presented in the previous
section, in Section 4.1 we propose the triangular-grid deployment,
and derive useful geometric properties. In Section 4.2, we study
the dynamics of a sinking object and evaluate its trajectory under
the presence of ocean currents. In Section 4.3, we characterize
the different sinking behavior of sensors and uw-gateways, with
the objective of describing their average horizontal displacement
and study the main communication properties of sensor clusters.
In Section 4.4, we derive the side margins that should be used to
deploy sensors on the ocean surface when a 2D target area needs
to be covered on the ocean bottom under the presence of currents.
Finally, in Section 4.5, we derive an estimate of the number of re-
dundant sensors to be deployed to compensate for possible failures
and provide the network with robustness.

4.1 Triangular-grid Coverage Properties
In this section, we propose the triangular-grid deployment, and

derive useful geometric properties. Let us consider the common
case of sensors with same sensing range r. The optimal deploy-
ment strategy to cover a two-dimensional rectangular area using
the minimum number of sensors is to center each sensor at the ver-
tex of a grid of equilateral triangles, as shown in Fig. 2(a). With
this configuration, by adjusting the distance d among sensors, i.e.,
the side of the equilateral triangles, it is possible to achieve full cov-
erage, i.e., η = 1. In addition, this enables to optimally control the
coverage ratio η, defined as the ratio between the covered area and
the target area. In particular, as it will be mathematically proven
in the following, when d =

√
3r the coverage ratio η is equal to

1, i.e., the uncovered area ABC depicted in Figs. 2(a-b) is zero,
and the overlapping areas are minimized. This allows to achieve
the full coverage of a target area, but requires the highest number
of sensors. Conversely, as the distance among sensors increases,
i.e., the number of deployed sensors decreases, the coverage ratio
decreases. Therefore, there is a trade-off between the number of
deployed sensors and the achievable sensing coverage. We are in-
terested in finding the minimum number of sensors that need to be
deployed in order to guarantee a target sensing coverage η∗, which
is dictated by the application requirements. To this end, we present
the following theorem.

THEOREM 1. In an equilateral grid the sensing coverage η(d, r),
i.e., the ratio of the covered area and the target area, is

η(d, r) = η

�
d

r

�
=

8><
>:

ADEF −AABC
ADEF

= 1− AABC√
3

4 d2
d
r
∈ [0, 2]

3· πr2
6√

3
4 d2

= 2π√
3
· ( d
r
)−2 d

r
∈ (2,∞),

(1)
where:

AABC =
√

3
4

�
d
2
−
q
3r2 − 3

4
d2
�2

− 3r2 arcsin BC
2r

+ 3
4
BC

q
4r2 −BC

2
, BC = d

2
−
q
3r2 − 3

4
d2.

(2)

PROOF. With reference to Fig. 2(b), which represents a zoomed
portion of Fig. 2(a), AE = r and EH = d/2, where r is the sens-
ing range and d is the distance between sensors. Since the triangle
DEF is equilateral by construction, HO = (

√
3/6)d. Conse-

quently, since AH =
p
r2 − d2/4, it holds AO = HO − AH =

(
√
3/6)d − p

r2 − d2/4. As triangle DEF is equilateral, tri-
angle ABC is equilateral too. Since AO = (

√
3/3)BC , then

BC = d/2 −p3r2 − (3/4)d2. Therefore, the area of triangle

ABC is A�
ABC = (

√
3/4)BC

2
. In order to express the sens-

ing coverage η(d, r) as a function of d and r, we need to compute
the area AABC of the uncovered region ABC among the circles
with centers in D, E, and F , and radius r. This can be com-
puted as AABC = A�

ABC − 3 · ABTCK , where ABTCK coin-
cides with the difference of the areas of the circular sector BTCF
and the triangle BCF , i.e., ABTCK = ABTCF − A�

BCF =

r2 arcsin(BC/2r)− (BC/4)

q
4r2 −BC

2
.

Consequently, AABC = (
√
3/4)

�
d/2−p3r2 − (3/4)d2

�2

−

3r2 arcsin(BC/2r)+(3/4)BC

q
4r2 −BC

2
, whereBC = d/2−p

3r2 − (3/4)d2, which gives (1) in the non-trivial case d/r ∈
[0, 2]. As far as the case d/r ∈ (2,∞) is concerned, no over-
lapping areas are formed, and the coverage η can be computed
straightforward.

COROLLARY 1. In an equilateral grid the sensing coverage de-
pends only on the ratio of the inter-sensor distance d and the sens-
ing range r, and not on their absolute values, i.e., η(d, r) = η(d/r).

Let us note in (1) that, when d/r ≤ √
3, it holds A�

ABC =
AABC = 0, which means that in this case the highest possible
coverage is achieved (η = 1). Moreover, AABC(d) is a monotoni-
cally increasing function when d/r ranges in [

√
3, 2], which makes

the coverage η(d, r) a monotonically decreasing function when
d/r >

√
3. Figure 2(c) reports the sensing coverage as a decreas-

ing function of the ratio of d and r. For a target sensing coverage
η∗ = 0.95, it is shown that the optimal ratio is d∗/r = 1.95.
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Figure 2: Triangular-grid deployment. (a): Grid structure and side margins; (b): Uncovered area; (c): Sensing coverage

In order to compute the minimum number of sensors that need to
be deployed to cover a target area with sides l and h using the pro-
posed equilateral grid, we should first find the optimal margins ∆l
and ∆h from the center of the upper-left sensing circle, as shown
in Fig. 2(a). In particular, given the application-dependent target
coverage η∗, from Fig. 2(c) we compute the optimal ratio d∗/r.
In order for the uncovered areas on the border of the target area to
have the same coverage ratio η∗, the margins should be selected as
∆h = HO + OT = (

√
3/2)d∗ − r, where OT = OF − TF =

(
√
3/3)d − r, and ∆l = 2OH cos(π/6) = d∗/2. If we denote

as N∗ the minimum number of sensors, we have N∗ = N∗
l · N∗

h ,
where N∗

l and N∗
h represent the minimum number of sensors de-

ployed along sides l and h, respectively. Consequently, the follow-
ing relations need to be satisfied,

2∆l + (N∗
l − 1)d∗ ≥ l ⇒ N∗

l =
l
l−d∗
d∗ + 1

m
2∆h+ (N∗

h − 1)d∗ sin(π/6) ≥ h ⇒ N∗
h =

l
2
√

3h−6d∗+4
√

3r
3d∗ + 1

m
.

Finally, the minimum number of sensors N∗ required to cover a
target area with sides l and h, under the constraints of providing a
ratio d∗/r to satisfy the target coverage ratio η∗ is

N∗(l, h, d∗, r) =
�
l − d∗

d∗
+ 1

�
·
�
2
√
3h− 6d∗ + 4

√
3r

3d∗
+ 1

�
.

(3)
In Figs. 3(a-c), (3) is plotted for three different target areas, i.e.,
A1 = 100x100m2,A2 = 300x200 m2, andA3 = 1000x1000 m2,
and for several sensing ranges r in the interval [10, 35]m.

4.2 Trajectory of a Sinking Object
In this section, we study the dynamics of a sinking object and

evaluate its trajectory under the presence of ocean currents. In par-
ticular, we first consider the ideal case in which the velocity of
the ocean current does not change with depth; then, we extend the
model to capture the more realistic case in which the velocity of the
current depends on depth.

According to Newton’s first law of motion, the acceleration �a
describing the sinking in the water of an object with a density ρ
and volume V is determined by the following vectorial motion law,

�FW + �FB + �FR + �FC = ρV · �a, (4)

where:

• �FW = ρV · �g is the weight force, which depends on the density
ρ [Kg/m3] and volume V [m3] of the sinking object, and on the
terrestrial gravitational acceleration g = 9.81m/s2;

• �FB = −ρwV · �g is the buoyant force due to the Archimede’s
principle, which is equal to the weight of the displaced fluid, where
ρw = 1050 Kg/m3 represents the average density of salty water;

• �FR = −KρwµAR ·�v is the fluid resistance force, which is propor-
tional through the constant K = 0.2Nm2s/Kg [5] to the velocity
�v [m/s] of the object, to its cross-section AR [m2], and to a para-
meter µ accounting for the resistance caused by the object shape;

• �FC = CσAC ·(�vc−�v) is the force of the current, which is propor-
tional through the constant C = 721.7 Ns/m3 [5] to the difference
between the velocity of the ocean current �vc [m/s] and the object
velocity �v [m/s], to the cross-section AC [m2] of the object facing
the current, and to an object-dependent shape factor σ.

We project (4) onto the x-, y-, and z- axes, which are directed
as shown in Fig. 1(c), and we denote the dynamic position of the
sinking object as P = (x, y, z), its velocity as �v = (ẋ, ẏ, ż), and
its acceleration as �a = (ẍ, ÿ, z̈). We then consider the velocity of
the current �vc = (vxc , v

y
c , v

z
c ), which, for the sake of clarity, is first

assumed to be independent on the ocean depth (we will then relax
this assumption). Under the assumption that no significant vertical
movement of ocean water is observed, i.e., the considered area is
neither an upwelling nor a downwelling area, the current along the
z-axes can be neglected (vzc ≈ 0), and (4) leads to three scalar laws,

x : F xC = ρV ẍ; y : F yC = ρV ÿ; z : F zW +F zB+F
z
R = ρV z̈.

(5)
Specifically, we obtain the following dynamic system equations,8><

>:
ẍ+ CσAxy

ρV
ẋ = CσAxy

ρV
vxc

ÿ + CσAxy

ρV
ẏ = CσAxy

ρV
vyc

z̈ + KµρwA
z

ρV
ż = g ρ−ρw

ρ
,

(6)

whereAxy andAz represent the horizontal and vertical cross-sections,
respectively. By solving this dynamic system, with the initial con-
ditions of the object on the surface at time t0, i.e., its position
P(t0) = (x(t0), y(t0), 0) and velocity �v(t0) = (ẋ(t0), ẏ(t0), ż(t0)),
we obtain the solution,8>><
>>:

x(t) = x(t0) + vxc · (t− t0) +
ẋ(t0)−vx

c
CσAxy/ρV

· [1− e
− CσAxy

ρV
·(t−t0)

]

y(t) = y(t0) + vyc · (t− t0) +
ẏ(t0)−vy

c
CσAxy/ρV

· [1− e−
CσAxy

ρV
·(t−t0)]

z(t) = vz∞ · (t− t0) + [ż(t0)− vz∞] · [1− e
− KρwµAz

ρV
·(t−t0)

],
(7)

where we denoted as vz∞ = gV (ρ−ρw)
KρwµAz [m/s] the terminal velocity

along z, which is computed by imposing in (5) the following force
equilibrium, F zW + F zB + F zR = 0, i.e., z̈ = 0 in (6).
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Figure 3: Minimum no. of sensors in triangular-grid deployment vs. sensor distance over sensing range. (a): A1 = 100x100 m2; (b):
A2 = 300x200m2; (c): A3 = 1000x1000 m2

Let us now generalize this result by considering the more real-
istic case in which the velocity of the ocean current depends on
depth, i.e., �vc = (vxc (z), v

y
c (z), 0). There are two types of marine

currents each caused by a range of distinct drivers, non tidal ocean
currents, such as the Gulf Stream, and tidal streams. The complex
hydrodynamic system of currents is powered by many forces, the
crux being the playoff between the joint forces of solar heating of
tropical surface waters and the polar contributions of cold fresh wa-
ter ice-melt flooding into the ocean and the general cooling of the
salty ocean water. While studying the global current systems makes
up the larger part of the science of oceanography, in this paper we
focus on the effect of local streams in the monitored volume region.
In particular, we consider an ocean volume with constant depth zH

(flat bottom), and H different ocean current layers h = 1, ..., H , of
width ∆zh. We model the current on each plane xy in a layer h to
be a piecewise constant function with module vhc and angular devi-
ation from the x-axes αhc , as depicted in Fig. 1(c). This allows us
to model the thermohaline circulation (also known as the ocean’s
conveyor belt), i.e., deep ocean current, sometimes called subma-
rine rivers, that flows with constant velocity and direction within
certain depths, driven by density and temperature gradients.

Given these assumptions, our objective is to calculate the hori-
zontal displacement of a sinking object on the x- and y-axes in each
of the layers it sinks through. To accomplish this, we recursively
apply the solution (7) to the dynamic system (6) to each layer, us-
ing as initial conditions of the object the final position and velocity
computed in the previous layer. If we denote the initial position of
object n as (x0

n, y
0
n, 0) and its velocity as (ẋ0

n, ẏ
0
n, ż

0
n), given all

its physical characteristics such as volume Vn, density ρn, cross-
sections Axyn and Azn, and horizontal and vertical shape factors, µn
and σn, respectively, we can track the position of n while it sinks.
Specifically, we have

8>>>>>>>>>>><
>>>>>>>>>>>:

xn(t) = x0
n +

Ph−1
i=1 ∆x

i
n + vhc cosα

h
c · (t− th−1
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+
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n )−vh
c cosαh
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CσnA
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n /ρnVn

· [1− e
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n

ρnVn
·(t−th−1

n )
]
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n +

Ph−1
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i
n + vhc sinα

h
c · (t− th−1

n )+

+
ẏn(th−1

n )−vh
c sinαh

c

CσnA
xy
n /ρnVn

· [1− e
−CσnA

xy
n

ρnVn
·(t−th−1

n )
]

th−1
n ≤ t ≤ thn

zn(t) = min{vz∞n · (t− t0n)+

+[ż0
n − vz∞n] · [1− e−

KρwµnAz
n

ρnVn
·(t−t0n)]; zH},

(8)

where t0n and thn are the instants object n is released on the ocean

surface and exits layer h, respectively. More precisely, thn is the
instant for which it holds zn(thn) = zh =

Ph
i=1∆z

i, i.e., the
depth of the object coincides with the sum of the width ∆zi of
each layer i the object sank through, as shown in Fig. 1(c).

In (8), the total displacement on the x- and y-axes when the sink-
ing object is inside layer h is recursively computed as the sum of
the displacements in each of the h − 1 previously crossed layers
i = 1, ..., h − 1, plus the displacement in layer h itself. These
displacements are determined as partial solution of the dynamic
system (6) in each layer, and have the following structure,8>>>><
>>>>:

∆xin = vic cosα
i
c · (tin − ti−1

n )+

+
ẋn(th−1

n )−vh
c cosαh

c

CσnA
xy
n /ρnVn

· [1− e−
CσnA

xy
n

ρnVn
·(tin−ti−1

n )]

∆yin = vic sinα
i
c · (tin − ti−1

n )+

+
ẏn(th−1

n )−vh
c sinαh

c

CσnA
xy
n /ρnVn

· [1− e−
CσnA

xy
n

ρnVn
·(tin−ti−1

n )].

(9)

Finally, in order to be able to determine the position of object
n from (8), we need to substitute in (8) and (9) the x- and y-
component of the velocity the object has when it enters layer h =
1, ..., H , i.e., (ẋn(th−1

n ), ẏn(t
h−1
n )), which can be computed as

exit velocity from layer h − 1 by solving (6). We report these
velocities in the following,8>>>><
>>>>:

ẋn(t
h−1
n ) = vh−1

c cosαh−1
c +

+[ẋn(t
h−2
n )− vh−1

c cosαh−1
c ] · e−

CσnA
xy
n

ρnVn
·(th−1

n −th−2
n )

ẏn(t
h−1
n ) = vh−1

c sinαh−1
c +

+[ẏn(t
h−2
n )− vh−1

c sinαh−1
c ] · e−

CσnA
xy
n

ρnVn
·(th−1

n −th−2
n )

,
(10)

which can be recursively computed given that ẋn(t0n) and ẏn(t0n)
are the known initial velocities on the surface.

Equations (8), (9), and (10) allow us to track the dynamic po-
sition of object n while it sinks, given complete knowledge about
the structure of the currents in the volume of interest. In practice,
however, we may only leverage some statistical information on the
currents, which can be used to estimate the final position of a de-
ployed object. While this offers a mathematical tool to study the
dynamic of a sinking object, our ultimate objective is to be able to
infer the statistical sensing and communication properties of a two-
dimensional sensor network that reaches the ocean bottom, as will
be discussed in the following section.
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Figure 4: (a): Average horizontal displacement of sensors and uw-gateways vs. current velocity (for three different depths); (b):
Maximum and average sensor-gateway distance vs. no. of deployed gateways (in three different volumes, and with vmaxc = 1m/s);
(c): Normalized average and standard deviation of no. of sensors per uw-gateway vs. no. of deployed gateways (for grid and random
deployment strategies, in three different volumes, and with vmaxc = 1m/s)

4.3 Communication Properties of 2D UW-ASNs
In this section, we characterize the different sinking behavior

of sensors and uw-gateways, with the objective of describing: i)
the average horizontal displacement of sensors and uw-gateways
when different depths and current velocities are considered; ii) the
main properties of the clusters that have an uw-gateway as cluster
head, e.g., study the maximum and average sensor-gateway dis-
tance when the number of deployed gateways varies; iii) the aver-
age and standard deviation of number of sensors in each cluster.

Let us consider a set of sensors S with cardinality S = |S| char-
acterized by the same density ρS , volume VS , cross-sections AxyS
and AzS , and shape factors µS and σS , and a set of uw-gateways G
with G = |G|, in general with different values of ρG , VG , AxyG , AzG ,
µG , and σG . Given the matrices of the known initial positions of the
deployed sensors and uw-gateways, P0

S = [P0
1| · · · |P0

s | · · · |P0
S]
T

and P0
G = [P0

1| · · · |P0
g| · · · |P0

G]
T , respectively, where P0

s =

[x0
s y

0
s 0]

T ∀s ∈ S and P0
g = [x0

g y
0
g 0]

T ∀g ∈ G are position
column vectors, and the matrices of their known initial velocities,
v0
S = [v0

1| · · · |v0
s | · · · |v0

S]
T and v0

G = [v0
1| · · · |v0

g| · · · |v0
G]
T ,

where v0
s = [ẋ0

s ẏ0
s ż0

s ]
T ∀s ∈ S and v0

g = [ẋ0
g ẏ0

g ż0
g ]
T

∀g ∈ G are velocity column vectors, the final positions on the
ocean bottom of the sensors and uw-gateways, Pf

S and Pf
G , re-

spectively, can be derived using (8), (9), and (10) when all de-
ployed devices have reached the bottom, i.e., when t = tf ≥
max {maxs∈S tHs ;maxg∈G tHg }. Specifically,

Pf
S = P0

S +∆PS(v0
S), Pf

G = P0
G +∆PG(v0

G) (11)

where ∆PS(v0
S) and ∆PG(v0

G) are matrices accounting for the
total displacements accumulated while the sensors and uw-gateways,
respectively, were sinking through the ocean current layers, i.e.,

∆PS =

2
4 .

PH
h=1∆x

h
s .

.
PH

h=1∆y
h
s .

. zH .

3
5
T

,∆PG =

2
4 .

PH
h=1 ∆x

h
g .

.
PH

h=1∆y
h
g .

. zH .

3
5
T

.

(12)
In (12), each element can be computed as in (9). Note that the
dependence on the initial velocity in (12) has been omitted for the
sake of notation simplicity.

In Fig. 4(a), we show the expected horizontal displacement∆d =p
∆x2 +∆y2 of sensors and uw-gateways when different depths

and current velocities are considered. In particular, we consider
ρs = 2000 kg/m3, ρg = 2500 kg/m3, Vs = 0.5 · 10−3 m3,
and Vg = 10−3 m3 to account for the common physical charac-
teristics of underwater sensor nodes and uw-gateways, which re-
flect into different sinking properties, as formalized in (11). Note
that gateways accumulate smaller displacements than sensors since
their sinking times are shorter. In Fig. 4(b), we depict the maxi-
mum and average sensor-gateway distance when the number of de-
ployed gateways increases. In particular, we consider three deploy-
ment volumes (V1 = 100x100x50 m3, V2 = 300x200x100 m3,
and V3 = 1000x1000x500 m3) and a one-layer current scenario
(H = 1) with vmaxc = 1m/s. According to the specific sensor
transmission range t, Fig. 4(b) allows setting the minimum num-
ber of uw-gateways that need to be deployed. In Fig. 4(c), we
present the normalized average and standard deviation of number of
sensors per uw-gateway when two deployment strategies are con-
sidered, the random and the grid deployment. Interestingly, while
the average number of sensors does not depend on the deployment
strategy, the sensor dispersion is much lower in a grid structure, in-
dependently on the number of gateways deployed. This is a general
result that does not depend on the considered scenario.

4.4 Deployment Surface Area: Side Margins
In this section, we compute the deployment surface area where

sensors should be deployed, when a 2D target area needs to be cov-
ered on the bottom of the ocean. As described in Sections 4.2 and
4.3, ocean currents may significantly modify the sinking trajecto-
ries of sensors and uw-gateways. Therefore, the surface deploy-
ment should take into account the effect of the currents, in order
to position as many deployed sensors inside the target area as pos-
sible. To achieve this, in the following we consider a worst-case
scenario where the effect of currents, in terms of sensor displace-
ments, is captured. The objective is to dimension the deployment
surface area, i.e., to asses proper surface side margins.

With reference to Fig. 5, we consider a bottom target area with
sides l and h, and analyze the two cases of unknown current direc-
tion (a), where we denote as ∆dmax =

p
∆x2

max +∆y2
max the

maximum horizontal displacement a sinking sensor can experience,
i.e., how far in the horizontal plane xy a sensor can drift (see Fig.
1(c)), and known current direction (b), where we denote as ∆dmax
the same metric used in the previous case and as ∆αmax the max-
imum angular deviation of the current from its known direction β,
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Figure 5: Deployment surface area for unknown (a) and known
(b) current direction β, given a bottom target area lxh

which is the angle the direction of the current forms with side h of
the target area, as depicted in Fig. 5(b). Note that, without loss in
generality, it always holds that β ∈ [0, π/2). More specifically, the
dotted circular sector in Fig. 5(b), characterized by radius ∆dmax
and angle 2∆αmax, represents the region of the ocean bottom that
may be reached by a sensor that is deployed on the ocean surface
exactly on the vertex of the circular sector itself. This region rep-
resents the statistical uncertainty in the final anchor position of a
sensor caused by drifting due to ocean currents during the sinking.

As far as the side margins in the unknown current direction case
are concerned, from geometric properties of Fig. 5(a) it holds,�

l∗ = l + 2∆dmax
h∗ = h+ 2∆dmax,

(13)

while for the known current direction case (Fig. 5(b)) it holds,�
l∗ = l +∆dmax · {max [0; sin(β −∆αmax)] + sin(β +∆αmax)}
h∗ = h+∆dmax · {max [cos(β −∆αmax); cos(β +∆αmax)]}.

(14)
In (13) and (14), the worst-case maximum displacement and maxi-
mum angular deviation a sensor can experience are,

∆dmax =
zH

H · vz∞ ·
HX
h=1

vh,maxc (15)

∆αmax = arctan

PH
h=1 v

h,max
c · sinαh,maxcPH

h=1 v
h,max
c · cosαh,maxc

, (16)

where zH is the ocean depth, H is the number of ocean current
layers, vz∞ is the terminal velocity (see Section 4.2), and vh,maxc

and αh,maxc are the maximum current velocity and angular devia-
tion in layer h, respectively. The mathematical derivation of (14),
(15), and (16) is omitted for lack of space. Interestingly, given the
same target area, the side surface margins in the unknown current
direction case (13) are larger than those computed if some infor-
mation about the current direction can be leveraged (14). This is
also shown in Fig. 5, where the surface areas (outside solid rectan-
gles) in the two cases are noticeably different, while the target area
(inside dotted rectangle) is the same.

4.5 Reliability Margin
In this section, we provide an estimate of the number of redun-

dant sensors required to endow the network with robustness to node

Table 1: Redundant sensors ∆N∗ to compensate for failures

Obs. Time T [days] 30 60 90 120 150 180
Γ∗

1 = 0.90 2 4 5 7 8 9
Γ∗

2 = 0.95 3 5 6 7 9 10
Γ∗

3 = 0.99 4 6 8 9 11 12

failures, which in the underwater may be caused by fouling and cor-
rosion. In particular, we study the required topology redundancy to
statistically compensate for node failures within a predetermined
observation period, i.e., the length of the monitoring mission. If we
assume node failures to be independent and occurring according to
a Poisson distribution, the minimum number of redundant sensors
∆N∗ to be deployed to compensate for Poissonian failures is,

∆N∗X
n=0

(λT )n · e−λT
n!

≥ Γ∗, (17)

where λ [day−1] represents the sensor failure rate, T [day] the ob-
servation time, n the number of sensors that experience a failure
within the observation time, and Γ∗ the target success probability,
i.e., the probability that no more than ∆N∗ failures be experienced
during the observation time. Table 1 reports the number of redun-
dant sensors that need to be deployed to compensate for Poisson
sensor failures occurring during several observation times under
three different success probabilities, when λ = 1/(365/12) day−1,
i.e., in average a sensor experiences one failure every month.

5. DEPLOYMENT IN A 3D ENVIRONMENT
In this section, we propose three deployment strategies for three-

dimensional UW-ASNs to obtain a target 1-coverage η∗1 = η∗ of
the 3D region, i.e., the 3D-random, the bottom-random, and the
bottom-grid strategies. As previously discussed, it is shown in [4]
that the sensing range r required for 1-coverage is greater than the
transmission range t that guarantees network connectivity. Since
in typical applications t ≥ r, the network is guaranteed to be con-
nected when 1-coverage is guaranteed. Thus, in the following we
focus on the sensing coverage. In all these deployment strategies,
winch-based sensor devices are anchored to the bottom of the ocean
in such a way that they cannot drift with currents. Sensor devices
are equipped with a floating buoy that can be inflated by a pump
by means of an electronically controlled engine that resides on the
sensor. This way, they can adjust their depth and float at differ-
ent depths in order to observe a given phenomenon, as described in
Section 3.2. In all the proposed deployment strategies, described
hereafter, sensors are assumed to know their final positions by ex-
ploiting localization techniques.

3D-random. This is the simplest deployment strategy, and does
not require any form of coordination from the surface station. Sen-
sors are randomly deployed on the bottom of the 3D volume, where
they are anchored. Then, each sensor randomly chooses its depth,
and, by adjusting the length of the wire that connects it to the an-
chor, it floats to the selected depth. Finally, each sensor informs the
surface station about its final position.

Bottom-random. As in the previous strategy, sensors are ran-
domly deployed on the bottom, where they are anchored. Differ-
ently from the 3D-random scheme, the surface station is informed
about their position on the bottom. Then, the surface station cal-
culates the depth for each sensor in order to achieve the target 1-
coverage ratio η∗. Finally, each sensor is assigned its target depth
and floats to the desired position.
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Figure 6: Three-dimensional scenario. (a): 3D coverage with a 3D random deployment; (b): Optimized 3D coverage with a 2D
bottom-random deployment; (c): Optimized 3D coverage with a 2D bottom-grid deployment

Bottom-grid. This deployment strategy needs to be assisted by
one or multiple AUVs, which deploy the underwater sensors to pre-
defined target locations to obtain a grid deployment on the bottom
of the ocean. Each sensor is also assigned a desired depth by the
AUV and accordingly floats to achieve the target coverage ratio η∗.

As shown in Figs. 6(a-c), given a fixed number of sensors we
achieve a better coverage ratio with increasing complexity of the
deployment strategy. In fact, the coverage ratio obtained with the
bottom-grid strategy is greater than the coverage ratio obtained with
the bottom-random strategy, which is in turn greater than the cov-
erage ratio of the 3D-random strategy. Moreover, given a target
coverage ratio, the minimum number of sensors needed to achieve
the desired coverage ratio decreases with the complexity of the
deployment strategy. Figure 7 shows a comparison between the
minimum normalized sensing range that guarantees coverage ra-
tios of 1 and 0.9 with the bottom-random strategy and the theoret-
ical bound on the minimum normalized sensing range derived in
[4], where the authors investigate sensing and communication cov-
erage in a 3D environment. According to Theorem 4 in [4], the 3D
volume is guaranteed to be asymptotically almost surely 1-covered
iff 4

3
π n
V
r3 = lnn+ln lnn+ω(n), with 1 << ω(n) << ln lnn,

where V is the volume of the region to be covered, n the number
of deployed sensors, and r their sensing range. Hence, to draw Fig.
7 we set ω(n) = 1+ln lnn

2
. This shows that the bottom-random de-

ployment strategy very closely approximates the theoretically pre-
dicted bound, i.e., the minimum sensing range that guarantees 1-
coverage with probability 1 is almost the same as that predicted by
the model in [4].

6. CONCLUSIONS
In this paper, deployment strategies for two-dimensional and three-

dimensional architectures for underwater sensor networks were pro-
posed, and deployment analysis was provided. The objectives were
to determine the minimum number of sensors to be deployed to
achieve the application-dependent target sensing and communica-
tion coverage; provide guidelines on how to choose the deployment
surface area, given a target region; study the robustness of the sen-
sor network to node failures, and provide an estimate of the number
of required redundant sensors.
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