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atacenters are a growing component of society’s
information technology (IT) infrastructure,
enabling services related to health, banking, com-
merce, defense, education, and entertainment.

Due to the rise in demand for computing and storage, energy
consumption, heat generation, and cooling requirements of data-
centers have become critical concerns in terms of both the
growing operating costs as well as their environmental and
societal impacts. It is predicted that datacenter energy con-
sumption in the United States will reach 100 billion kWh/year
by the end of 2011 with a corresponding energy bill of approx-
imately $7.4 billion [1]. Impact on the environment and soci-
ety may include increase in CO2 emissions, overload of the
electricity supply grid, and rising water usage for cooling lead-
ing to water scarcity. The scale and complexity of modern dat-
acenters are growing at an alarming rate due to the rising
popularity of the cloud computing paradigm as an effective
means to cater to the aforementioned increase in demand [2].
Their management is rapidly exceeding human ability, making
autonomic (self-configuration, self-optimization, self-healing,
and self-protection) management approaches essential.

From our feasibility study and proof-of-concept experi-
ments on our testbed [3] at the National Science Foundation
(NSF) Center for Autonomic Computing (CAC) — a multi-
institutional research center that comprises four university
sites: the University of Florida, University of Arizona, Rutgers
University, and Mississippi State University — we have
inferred that one of the fundamental problems in existing dat-
acenters is the local unevenness in heat generation and heat
extraction rates. The former can be attributed to non-uniform
distribution of workloads among servers and the heterogeneity

of computing hardware, while the latter can be attributed to
non-ideal air circulation, which depends on the layout of serv-
er racks inside the datacenter and on the placement of com-
puter room air conditioning (CRAC) unit fans and air vents.
The heat generation and extraction rates may differ, which
over time causes what we call heat imbalance. A large negative
heat imbalance at a particular region inside a datacenter will
result in energy-inefficient overcooling and hence a significant
decrease in temperature. Conversely, a large positive heat
imbalance in a particular region will lead to a significant tem-
perature rise, which may increase the risk of equipment over-
heating and hence the chances of server system failures due to
operation in the unsafe temperature range [4]. Thus, thermal
awareness, which is the knowledge of heat imbalance in differ-
ent regions inside a datacenter, is essential to maximize ener-
gy and cooling efficiency as well as to minimize server system
failure rates.

Autonomic datacenter management, which includes ther-
mal- and energy-aware resource provisioning, cooling system
optimization, and anomaly detection, can help minimize both
the impact on the environment and the total cost of owner-
ship (TCO) of datacenters, making them energy-efficient and
green. Autonomic datacenter management solutions require
continuous processing andanalysis of real-time feedback.
Modern blade servers are equipped with a number of internal
sensors that provide information about server subsystem oper-
ating temperatures and utilization. Similarly, state-of-the-art
programmable network elements such as OpenFlow switches
[5] provide information regarding network traffic. However,
the communication and computation overhead involved in the
real-time collection and processing of all the aforementioned
raw data would be huge. In addition, the extracted informa-
tion cannot capture the complex thermodynamic phenomena
of heat and air circulation inside a datacenter, and is unreli-
able in the event of security attacks or system failures.
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For these reasons, in this article we present
innovative communication and coordination solu-
tions for enabling self-organization of a network
of external heterogeneous sensors — composed
of thermal cameras, scalar temperature and
humidity sensors, and airflow meters (Fig. 1) —
into a multitier sensing infrastructure that moni-
tors the complex thermodynamic phenomena
inside a datacenter. The sensing infrastructure
exploits the spatio-temporal correlation in the
observed phenomena and the temperature distri-
bution map provided by thermal images, and
decides on the fly the granularity at which it
should sample over space and time (adaptive
sampling), thus enabling efficient real-time moni-
toring of datacenters. Incorporation of real-time
measurements (temperature, airflow rate, etc.)
into heat generation and extraction rate models
helps estimate the heat imbalance, which allows
prediction of the future temperature map of the
datacenter.

Energy-efficient proactive autonomic resource
provisioning decisions as well as cooling system
optimization [6, 7] in datacenters can leverage
this thermal awareness. Our novel multitier
approach eliminates the need for collecting and
processing large volumes of data from the entire
datacenter. Instead, it enables us to zoom in only
on problem areas like undesired thermal hotspots
(higher temperature regions), and to collect and
analyze thoroughly the most relevant data from
multiple sources (i.e., server and network element
logs, internal and external sensors). This
approach drastically improves the responsiveness
of algorithms for time-critical management appli-
cations such as autonomic thermal-aware anoma-
ly detection and classification.

In the next section, we present our solutions
for autonomic adaptive sampling and thermal
image compression, which enable efficient contin-
uous real-time monitoring of datacenters. We
then describe two datacenter management appli-
cations, thermal-aware virtual machine (VM)
allocation and thermal-aware anomaly detection,
and elaborate on how they exploit the information extracted
from the sensing infrastructure before concluding the article
in the final section.

Autonomic Sensing Infrastructure
As mentioned earlier, information from a network of exter-
nal heterogeneous sensors is essential for efficient autonom-
ic thermal-aware datacenter management. However, such a
network would not scale in terms of overhead (communica-
tion, computation, and energy) and cost when the size of
the datacenter and its server density increase significantly.
For example, consider instrumenting a large high-perfor-
mance computing (HPC) datacenter consisting of 1000
racks and 50 blade servers in each rack, with external tem-
perature and humidity sensors on each server (50,000 in
total). The amount of sensed information collected and pro-
cessed every second at a monitor node would be on the
order of gigabits, thus increasing the strain on the commu-
nication and computation resources. We have designed two
innovative solutions, autonomic adaptive sampling and coor-
dinated hotspot detection and localization, for enabling self-
organization of these heterogeneous sensors into an

intelligent multitier sensing infrastructure that adaptively
samples data to be fed into our heat imbalance model. As a
result, the sensors function not only as passive measurement
devices monitoring thermal phenomena in a datacenter, but
as intelligent data processing instruments capable of data
quality assurance, statistical synthesis, and hypotheses test-
ing as they stream data from the physical environment to
the computational world.

Autonomic Adaptive Sampling
To understand the opportunities for adaptive sampling in a
datacenter monitoring network, consider the following scenar-
ios. If the sensed temperature values in a region inside the
datacenter are highly correlated (e.g., in a rack in which work-
loads have been consolidated), the sensors can coordinate
among themselves to eliminate redundancy in the data report-
ed to a monitor node. Also, the temporal sampling and
reporting rate of sensors can be lowered if the monitored phe-
nomenon does not change rapidly over time (e.g., in idle
servers). However, adaptive sampling should not affect the
accuracy of reconstruction of the phenomenon at the monitor
node as it will have an impact on the estimation of heat gen-
eration and extraction rates. Figure 2 (left) shows the temper-

Figure 1. Network of heterogeneous sensors (scalar temperature and humidity
sensors, airflow meters, and thermal cameras) monitoring servers.
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Figure 2. Illustration of spatial (left) and temporal (right) correlation of temper-
ature measurements, which are represented in relative terms as difference from
a reference value of 23°C.
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ature distribution in our laboratory testbed (a rack of 13 hori-
zontally mounted servers) when only servers 7, 8, 9, and 10
are running workloads. The lighter the shade of the color, the
higher the temperature. Temperature is represented in rela-
tive terms as difference from a reference value of 23°C. The
spatial and temporal correlation among the measured temper-
ature values at sensor nodes placed near the outlet fan of
every server are also depicted in Fig. 2 (right).

Our novel adaptive sampling solution [8] enables scalar
point-source sensor nodes in the vicinity to exploit the spa-
tiotemporal correlation in measurements, and organize them-
selves into representative (REP) and associate (ASSOC)
nodes. This self-organization is aimed at eliminating data
redundancy and prioritizing data based on the value of infor-
mation it possesses. A node’s worthiness to be a REP for a set
of ASSOC nodes is based on similarity and correlation of
sensed data. Two nodes, i and j, are said to be sensing similar
values if the difference between the means of their measured
values, ek

i,j, of a manifestation k of a phenomenon (e.g., tem-
perature is a manifestation of the phenomenon of heat circu-
lation) is less than a user-specified threshold, ek

th. Measured
values of manifestation k at i and j are said to be correlated if
the correlation coefficient, ρk

i,j, which is calculated using a

small finite number of samples from those nodes, is greater
than a user-specified threshold, ρk

th.
If nodes i and j are sensing similar and correlated values, i is

a potential ASSOC of j and vice versa. Actual ASSOCs and
REPs are finalized after a localized election mechanism
aimed at choosing the best set of REPs that have the maxi-
mum number of potential ASSOCs. The thresholds ek

th and ρk
th

may vary at different regions of the sensor network (i.e., the
datacenter), and are provided by the datacenter management
solutions like anomaly detection and classification mecha-
nisms to either zoom in or zoom out for higher or lower reso-
lution, respectively. The distribution of temperature in a
simulated 100 × 100 m2 field and its successful remote recon-
struction (at a monitor node) with data obtained from the
nodes of a sensor-based system that employs the proposed
adaptive sampling scheme are shown in Fig. 3.

Detection and Localization of Hotspots
Our proposed heterogeneous sensing infrastructure also
includes thermal cameras, which have a large field of view and
can provide temperature distribution information at a greater
granularity than scalar point-source temperature sensors
through remote sensing. In addition to the significant reduction

Figure 3. a) Spatial distribution of a manifestation (temperature) in a 2D field; b) reconstructed field with data reported only by 210 REPs
out of 400 nodes; c) variation in spatial distribution of the manifestation (area represented by dashed circle); d) reconstruction of the
modified field with data from 218 REPs after some ASSOCs track the variation in the phenomenon.
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in the number of data sources, using a few thermal cameras
(approximately $2500 each) is cost effective in comparison to
tens of thousands of scalar sensors (approximately $25 each).
A thermal camera uses infrared radiation from objects in its
field of view to create thermal images. The FLIR PathFinder
thermal cameras (with multiple uncooled microbolometer
detectors) we use in our testbed [3] can capture the surface
temperature of objects in the range of –40 to 80°C. Apart
from providing (remotely) point temperature values at a very
high granularity, thermal cameras also help identify and char-
acterize thermal hotspots more efficiently than a group of
scalar sensors.

Multiple thermal cameras with pan and tilt capabilities are
required to ensure non-overlapping coverage of a 3D region
of interest (a number of racks in a datacenter) and to quickly
detect thermal hotspots. However, for accurate 3D localiza-
tion of thermal hotspots, coordination among these thermal
cameras is essential as ranging (estimating the distance to a
hotspot) cannot be done with a single 2D thermal image.
Thermal cameras need to share the individual information
about observed hotspot shape, position, and intensity for
detection and localization of hotspots in 3D space.

Continuous exchange of actual 2D thermal images among
multiple thermal cameras is prohibitive in terms of network
bandwidth usage. We have designed an innovative data com-
pression solution, sculpturing, which exploits specific features

of thermal images of hotspots to enable efficient exchange of
detected hotspot information among thermal cameras. Sculp-
turing uses isotherm lines to represent the border of a hotspot
in a thermal image. Figure 4 illustrates the steps involved in
sculpturing. A hotspot (ξ) is surrounded by an isotherm line l.
First, a binary image I of the isotherm line from a thermal
image is obtained and divided into N × M squares. In every
square, the percentage of the region belonging to ξ is calculat-
ed; then this information is sent to the receiver along with the
actual coordinates (in the thermal image) of the top left cor-
ner of the N × M matrix.

Our proposed sculpturing technique outperforms tradition-
al image compression schemes like JPEG for thermal images,
when the number of hotspots and hence the number of
isotherms to be represented are low (which is usually the case
as we are interested only in high temperature regions). In our
simulations, sculpturing achieved a higher compression effi-
ciency than JPEG (approximately 330 percent), when the
number of isotherms to be represented by the sculpturing
algorithm was set to three. When the number of isotherms is
increased (for a higher level of detail), sculpturing loses its
advantage. However, this problem can be overcome by using
image segmentation so that each segment in turn has fewer
hotspots and hence isotherm lines.

The receiver will use these percentage numbers to sculpt
and reconstruct the 2D thermal image of the hotspot. Multi-

Figure 4. Sculpturing, a novel technique for compression (top) of hotspot information in a 2D thermal
image and reconstruction (bottom) of the same.
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ple reconstructed 2D images of a hotspot are used to extract
specific features such as its shape, area, centroid, and intensi-
ty. These features are then used to cooperatively localize
hotspots. Thermal anomalies can be detected on the fly by
comparing the thermal map recreated using these features
against the predicted temperature distribution map (from heat
imbalance estimates). If detected hotspots have not been pre-
dicted beforehand by the heat imbalance model, they are
treated as thermal anomalies.

Thermal-Aware Resource Provisioning
In [7], we introduced the novel concept of heat imbalance
estimation, which involves incorporation of measurements
from the autonomic sensing infrastructure into heat genera-
tion and extraction rate models. This estimation allows pre-
diction of future temperature trends at various regions inside
a datacenter, which enables the design of proactive thermal-
aware resource provisioning solutions. In virtualized HPC
datacenters, one or more VMs are created for every work-
load or job request, and each VM is provisioned with
resources that sufficiently satisfy the workload QoS require-
ments, which are based on service level agreements (SLAs).
Once VMs are provisioned, they have to be allocated to phys-
ical servers.

VM Allocation Problem
We propose an energy-efficient strategy for VM allocation,
which relies on thermal-aware VM consolidation. Minimizing
the number of servers that are in operation (for a given set of
VMs) will help reduce the energy overhead and hence the
total energy consumption of a datacenter. Therefore, the goal
is to pack VMs into the minimum possible number of servers,
while simultaneously ensuring that the QoS requirements for
each VM (or workload) in terms of processing power, memo-
ry, and communication bandwidth are met.

The total energy consumption in a datacenter can be split
into energy consumption for computation (i.e., running the
workloads [or VMs] on servers) and energy consumption for
cooling. When the cooling system parameters (fan speed and
compressor duty cycle) are fixed (i.e., the energy consump-
tion for cooling is fixed), the only way to achieve energy effi-
ciency is by minimizing the energy for computation through
VM consolidation. VM consolidation also restricts heat gen-
eration to a smaller area inside the datacenter (instead of

having the heat dispersed over a wide area),
thus enabling efficient heat extraction and a
higher coefficient of performance (COP) of
cooling, which is the ratio of the amount of heat
extracted to the work done to extract the heat.
To achieve this, we formulate the VM allocation
problem (VMAP) as a variable size multidimen-
sional bin packing problem. This is a generalized
version of the traditional fixed-size one-dimen-
sional bin packing problem as the bins (servers)
and objects (VMs) are represented by multiple
dimensions (five in our problem), and all the
bins need not have the same capacity along each
dimension.

The size of each VM along the five different
dimensions are its heat generation rate and
the four subsystem (CPU, memory, disk stor-
age, and network interface) utilization require-
ments, and they are computed by taking the
corresponding workload characteristics into
account. However, determination of the size
(maximum capacity) of a bin or server along

the five different dimensions is not straightforward. We
define the maximum capacity along the first dimension as
the maximum amount of heat that can be generated over a
window of time while still ensuring that the server operat-
ing temperature is within the recommended range. Maxi-
mum capacity along the next three dimensions (CPU,
memory, and storage) depends on the individual server
configuration. Maximum capacity in terms of network
bandwidth, however, is tricky to determine as it depends
not only on the capacity of the individual server’s network
interfaces but also on the capacity of the top-of-the-rack
switch. To determine accurately the capacity along this fifth
dimension, we assume the use of fully-programmable
OpenFlow switches [5].

Constraints for VMAP are chosen in order to ensure that:
• A VM is allocated to one and only one server.
• The QoS requirements of all VMs packed into one server

are met; that is, the maximum utilization of a server subsys-
tem is not exceeded.

• The heat imbalance is neither too high nor too low so that
the server operating temperature remains within the recom-
mended temperature range.
Multidimensional bin packing is an NP-hard problem that

has been studied in detail, and many efficient approximation
algorithms have been proposed for the same, as in [9]. VMAP
has to be performed periodically on a set of VMs that arrive
in a window of time. Extension of VMAP to include VM
migrations involves usage of residual capacities for bin sizes
(as some bins may be partly filled) and modification of the
objective function to capture the additional cost of migration
(extra energy consumption).

VMAP for Federated Datacenters
We extend VMAP to optimize resource provisioning across a
network of heterogeneous datacenters, which is usually the
case in a cloud infrastructure. Heterogeneity here refers to
the difference in characteristics and capabilities of computing
(e.g., heat generation rate of servers, processing power, net-
work capacity) and cooling (e.g., efficiency of air-chilled vs.
water-chilled) equipment, sources of energy for operation and
cooling (e.g., renewable or non-renewable), and environmen-
tal regulations in the respective geographical region (e.g., cap
on CO2 footprint or water temperature increase caused by
cooling systems). We propose two different approaches to
solve VMAP for federated datacenters. The first is a two-step

Figure 5. Temperature variation in a datacenter whose servers are running HPL
Linpack workload with reactive cooling (top) and proactive cooling (bottom).
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(generally suboptimal) approach in which the problems of
deciding which datacenter should handle the VM and which
physical server should host the VM (as in VMAP) are deter-
mined sequentially. The second is the more challenging
approach in which the problem captures the characteristics
and capabilities of all datacenters and reaches a globally opti-
mal solution after considering all possible trade-offs. For
example, if reducing the CO2 footprint and the aggregate
TCO are the goals, the solution should load datacenters that
rely on renewable sources of energy as long as the following
conditions are met: compliance with QoS requirements of
workloads and with environmental regulations such as cap on
water consumption and on water temperature increase caused
by the cooling system.

Significant gains in terms of reduced energy cost and
reduced hardware system failure rate can be obtained through
proactive thermal-aware datacenter management as demon-
strated in our prior work on cooling system optimization [7].
We have shown through simulations and experimentation that
heat-imbalance-based proactive datacenter management is
superior in terms of energy-efficiency and minimization of risk
of equipment failures compared to its conventional tempera-
ture measurement-based reactive counterpart. Figure 5 shows
the temperature variation inside a datacenter when reactive
(top) and proactive (bottom) approaches to cooling system
optimization are employed. It can be clearly seen that the
proactive approach does not allow the servers to operate out-
side of the recommended temperature range, thus significant-
ly reducing the risk of hardware failures due to overheating.
Table 1 shows the percentage of servers under increased risk
of failure and the energy consumption for the two different
cooling system optimization techniques under different work-
load conditions.

Anomaly Detection and Classification
Unexpected changes in the local heat generation and extrac-
tion rates due to cooling equipment failures, misconfigura-
tions, and attacks (e.g., illegitimate workloads) may over time
cause large heat imbalances. If the heat imbalance is positive,
it will create an unexpected thermal hotspot. Thermal hotspots
may also result in a thermal fugue, which is characterized by a
continuous increase in the rate of temperature rise. Thermal
anomalies such as unexpected hotspots and fugues lead to sys-
tem operation in unsafe temperature regions, which will
increase the server failure rate and the TCO of datacenters.
Furthermore, the probability of occurrence of thermal anoma-
lies in modern datacenters is high because of their large scale
and high server density. Hence, novel autonomic approaches
for online anomaly detection using thermal cameras and for
identification of the causes of thermal anomalies are required
so that their direct impact on cooling efficiency and server
lifetime are minimized.

Detection of Anomalies
We propose an online autonomic thermal anomaly detec-
tion method (depicted in Fig. 6) that leverages the novel
notion of the thermal signature of a datacenter. The heat
imbalance model is used to estimate approximate intensi-
ties and distribution of expected hotspots for a specific
workload (or VM) distribution (the datacenter’s unique
thermal signature). This estimation will incur only a
marginal additional cost in terms of computation if the
external sensor data is also used in the heat-imbalance-
based proactive resource provisioning (say, VM provi-
sioning). To detect autonomically the unexpected
hotspots, the thermal signature is periodically compared
against features extracted from thermal images (location,

size, and intensity of hotspots) obtained using thermal cam-
eras, which are part of the multitier sensing infrastructure.

The fundamental research challenge we had to address was
the minimization of the amount of information needed from
the multitier sensing infrastructure for detecting anomalies in
a timely manner with a very low probability of error (or false
alarms). The amount of information from the multitier sens-
ing infrastructure and the accuracy of reconstruction of the
underlying phenomena (temperature distribution and air cir-
culation) are directly related. The amount of information
obtained from the multitier sensing infrastructure for heat
imbalance estimation at different points inside the datacenter
(its thermal signature) is determined by the values of ek

th and
ρk

th (input parameters to our autonomic adaptive sampling
solution). Also, accurate detection and “sculpturing” of
hotspots from thermal images require specification of a tem-
perature range of interest, which determines the number of
different isotherm lines that will be extracted and hence the
amount of information obtained from a thermal image (the
raw data). Our autonomic thermal-aware anomaly detection
mechanism chooses on the fly the best values for the afore-
mentioned inputs to the adaptive sampling and thermal image

Figure 6. Thermal-aware anomaly detection: extraction and com-
parison of the thermal signature of a datacenter with the
observed thermal map.
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Table 1. Risk of overheating and energy consumption for two different
cooling system optimization techniques under different workload
conditions.

Workload
Type

Reactive
(temperature-based)

Proactive
(heat-imbalance-based)

Risk (%) Energy (kWh) Risk Energy

FFTW 0.00 7.92 0.00 7.27

NAS 0.58 15.45 0.05 14.22

HPL 16.35 20.09 3.71 16.19
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compression algorithms to strike a balance between the
amount of raw data that needs to be processed (communica-
tion and computation overhead) and the probability of false
alarms. Once an anomaly is identified, the adaptive sampling
thresholds are manipulated to zoom in on the areas of inter-
est to obtain external sensor data at a higher resolution, serv-
er subsystem utilization logs, and network traffic logs from the
network elements for a thorough analysis of the cause of the
anomaly.

Classification of Anomalies
It is necessary to pinpoint (or classify) the causes of the
detected thermal anomaly to enable appropriate remedial
action. Anomalies may span the entire datacenter (or multiple
racks of servers), or be localized and span only a few racks (or
servers). Problems with the cooling system such as inlet or
exhaust fan failures, compressor failure, increase in cold water
temperature, and/or broken cold water pipes usually lead to
large-scale anomalies manifesting as a number of spatially dis-
tributed unexpected hotspots. On the contrary, misconfigura-
tions, CPU fan failures, and illegitimate workloads running on
servers (security attacks) result in fewer localized unexpected
thermal hotspots.

Even though data from numerous sources is available for
analysis (after zooming in), identifying the causes of the
anomalies is not straightforward. Multi-dimensional analysis
of the features extracted from the raw data is needed for
the identification of the causes of anomalies. Supervised
learning or semi-supervised learning techniques cannot be
easily employed as the training data set needs to cover all
possible normal events and rare anomalous events. These
events are characterized by different combinations of fea-
ture values, which increase dramatically with increase in
number of features. Hence, we advocate unsupervised
learning strategies — specifically, the Auto-Associative
Back Propagation (AABP) neural network [10], which
involves training with unlabeled data — as it is more suited
for classification of anomalies based on their causes. The
AABP neural network operates as a smart compression
operator and enables a compact representation of multidi-
mensional data into smaller dimensions (2D or 3D) so that
anomalies can be grouped into numerous clusters based on
their causes.

Conclusion
We have presented innovative solutions for autonomic adap-
tive sampling and coordinated detection and localization of
thermal hotspots. We have discussed in detail how these solu-
tions can be effectively utilized in two important autonomic

datacenter management problems, thermal- and energy-aware
resource provisioning and thermal-aware anomaly detection.
Our approach represents a transformative shift toward cross-
layer autonomics for datacenter management problems, which
have so far been considered mostly in terms of individual lay-
ers (application, virtualization, physical resource, and environ-
ment).
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